A\% कीbic:

 use fers.

```
%-7. [.
--maIsy
-inty
mकu%teg
mrob=
y ned method celled Pron Foly-methom
% mon, zero metch
# new methoc
% Esll of senerel mubie
```

7. 

include gik



```
    MIEm Bumut 31% S.EL */
    /* spoci#lize semerel molsmomisl by removins coctpicients w
```




```
        desTee(GEMESEyN) NL jE N-I%
```



```
        gemswm(sy%):
    /W swecimaize bes w/
```




```
        #Fem(N%N|,GBES%SESE%NUS);
```



```
    ##%(NyNT,GBES%SEES%NCE):
```



```
    ##%stm(c, ¢C)%
```



```
    /* Mesme= ot FOlynomizl */
    desree([7%O) %-- !* % %emis
```




```
    ** merimum ot two mumhers 系/
    me%(NImN2yNH% % --
        N| %= NZ; !:
ma<(NInN2,N2)
```





```
    mekem;ols(TUnk, TNF TENM%
    subst mess(Suhat,TEmmTERMi'%
```




```
    /索 Form moustions hs emumtins mompioicnts */
```










```
    F%iTmatT(SNF TNF,ENHE)*
    /索 seb moertioient emuel to Eero */
```



[^0]




```
A* Linesr Emustion 昔
```



```
*alymethod(Xpplisty X=Ans) %-
```



```
        mot vs%(A)% !%
        gersult(%)g
```



```
F% Du&gTstic Emustimm */
```

```
F% Du&gTstic Emustimm */
```





```
    met v%T(A)y !%
    rereult(b)% refmult(G%
```




/察 Defeult unoound coefticient to zero ${ }^{\text {b }}$

dersultc) \%- I.



member (\%



molsmethod(XyNFITstyAns)

承 Muldivis throush peirs 1 ist be $N$ 类

MN $\mathrm{i}=\mathrm{Ht} \mathrm{H}$.

```
* Solve senerel equetion bs eliminetins coefficients w
```



```
pols method(x,GenBes:Ans) %-.'
    } checklist(stom coeft:GenBes),?
        EFerizlize(GenBes,X口SFecBes,Y(NewCoefts',
        sensum(z,A), sencum(b,B),
```



```
        dottoend(Eanlist,Eme)?
        Eimsolve(Egnen[f:BlNewCoeftslsGolns),
```





```
        solve(AnE2;X,Ans):
```

F coefficient is an eton $\%$
จ


```
* Use folmnomizl form for simelificetion (alusss succeeds) 奚
mols- form(truegtrue):
wols-form(felsegfelse)*
wols-form(Exapols) %- I%
                            Fols-Tomm(E)%,New):
                            tids(NewrFols).
* Look Por terms to simmlif! %/
wolu-pormL(E%epols) *-
```



```
    merlist(rolumorminArsegfarses,
    Fols=:[SPmifPrse].
A Arrly to term w
Fols forml(E%mFals) *- Is
```



```
sublist(mult oce(ExF);UsrssUersi),
Foly Form(UersinEsofoly)=
```

/* Test for Fredicete or losicel connective w

| ispreds ${ }^{\text {a }}$ | ispredet \% | isprede) |  |
| :---: | :---: | :---: | :---: |
| ispredes. | ispredis=). | isprede ${ }^{\text {a }}$ | ispreder |

FW Fut term in folsmomisl normel form with respet to list of verisblest


Fols(UergexwnEbesinsime)
merlisthelf wols(Uers) EbeslnEbes2)
meke Folsu(yrnEbes2;Foly).
F Ample poly form to coefrs *



Foly nomm(Xyfolyspbesi) *- I.
Fols(Xprolsypbesprols):
masinst(pols formeoeffypbespbesi):

```
F* Tints compricimrts 索/
```



```
/* Forms bse af mompficients %
```




```
    Mmesem(N)g !
```



```
        inteser(d)% !*
```



```
    inteser(N)y l%
    NL is - -N.
```



```
    PT@लकT(X,EE% !
FOL&(X,StTyEhas,FISE% %-1%
```






```
    U|mes(SD&E,Thss,ELes',
```



```
    integeT(N)nN % O% I%
    Foly(X,S%SEs,FI%S)%
    Ginomizl(Sbes,N|HD%E);
```





```
    E|=% *SMmATSEL],
F% AD| Ew口 comfficients bsss - mome in FOlfat w
```






```
GMmomisl(EEE, I% BeE% %-- !*
```

```
GMmomisl(EEE, I% BeE% %-- !*
```




```
    N1 j= 人-N:
```

```
    N1 j= 人-N:
```






```
AF Femnstitute bss of coefticiemts into polsmomisl */
```




```
* P Fecome(Fols,[+|Besy).
* reife coefticient end fouer into product */
reifm(X,Feir(0,E),E% %- !,
```




零 Frobs.
CUREENT FQORLEMS*






PRESS - FRolos Equation Solvins Sustem
Dept. Artificial Iritellisence, Uriversity of Edinbursh Version of 19 mey 81
Copyrisht (C) 1981 by II, Warren. F. Fiereira and L. Byrd
i $?$ - [spec].

| Faly reconsulted | 390 words | 0.24 sec, |
| :--- | :--- | :--- |
| simea reconsulted | 326 words | 0.25 sec. |
| ectubte consulted | 552 words | 0.23 sec, |
| Frobs consulted | 168 words | 0.06 sec. |
| sfec consulted | 1448 words | 0.90 sec. |

yes
? P- Ruadratic(A).
Solvins a * $x-2+b * x+c=0$ for $x$
Tryins to specialize folsmomial to eliminate $x^{〔} 1$
term and regiuce coefficient of w2 to 1
Formed equation ci $+1 * \leq 1-2$
Afplying substitution
$y 1=a 1 * x+b 1$
to $c 1+1 *=1-2$
sives:
$\mathrm{c} 1+(a 1 * x+b 1)-2$
EQuatiris coefficients of $x$
Simultaneously solviris:

$$
3=31-2
$$

$$
b=31 * 01 * 2
$$

$$
c=c 1+b 1-2
$$

For [a1, ki, c1].
Solving $e=31$ - 2 for 21
I assume al fositive.

$$
a 1=3-(1 / 2)
$$

(by Isolation)

```
Answer is :
×1
wnere = a1=a-(1/2)
```

AFFluing substitution

$$
a 1=a-(1 / 2)
$$

$$
\begin{aligned}
t a & \\
b & =31 * b 1 * 2 \\
c & =c 1+b 1-2
\end{aligned}
$$

gives:
$b=3^{-}(1 / 2) * b 1 * 2$
$c=c 1+b 1-2$
Solvirs $b=a \cdots(1 / 2) * b 1 * 2$ for bl

$$
\begin{aligned}
a & (1 / 2) * b 1=b *(1 / 2) \\
& \text { (by Isolation) }
\end{aligned}
$$

I assume a fositive.

$$
\begin{aligned}
& b 1= b *(1 / 2) * \text { a } \\
&\text { (by Isolationt })
\end{aligned}
$$

Answer is:
$\times 1$
where :
$\times 1=b 1=b * a-(-1 / 2) *(1 / 2)$
$\begin{aligned} & \text { AFplying substitution } \\ & b 1=b * 3(-1 / 2) *(1 / 2)\end{aligned}$
to $c=c 1+n 1-2$
§ives :
$c=c 1+(b * a-(-1 / 2) *(1 / 2))-2$
Solviris $c=c 1+(b * a \cdots(-1 / 2) *(1 / 2))-2$ for $c 1$

$$
c 1=c+-1 *(b * a-(-1 / 2) *(1 / 2))-2
$$

(bs Isolation)

Answer is
$\times 1$

## $\times 1=c 1=c+(b * a \sim(-1 / 2) *(1 / 2)) \sim 2 *-1$

AFFlyills substitution
$c 1=c+(b * a-(-1 / 2) *(1 / 2)) \cdots 2 *-1$
) 60 :
gives :
Substitutims beck in ci solution
AFFluins substitution

$$
\begin{aligned}
& \text { to } c 1=c+\left(b * a^{\cdots}(-1 / 2) *(1 / 2)\right)-2 *-1 \\
& \text { sives : } \\
& c 1=c+\left(b * a^{\cdots}(-1 / 2) *(1 / 2)\right) \sim 2 *-1
\end{aligned}
$$

Substitutins back in bi solution
AFFluins substitution

$$
\begin{aligned}
& \text { true } \\
& c 1=c+(0 * 3 \cdots(-1 / 2) *(1 / 2))-2 *-1
\end{aligned}
$$

```
b1=b* ᄅ (-1/2)* (1/2)
```

sives in $\mathrm{b}=\mathrm{a}-(-1 / 2) *(1 / 2)$

Substituting beck in al solution $A F F 1$ gins substitution
true \& c $1=c+\left(b * a^{-}(-1 / 2) *(1 / 2)\right)-2 *-1$ $b 1=b$ * $3^{-}(-1 / 2) *(1 / 2)$
to
a1 $=a^{-(1 / 2)}$
sives: $31=(1 / 2)$

Final Answers are :
( $\left(\times 1_{1}\right.$ \& $\left.\times 2\right)$ \& $\times 3$ )
where: $=c+(b * 3-(-1 / 2) *(1 / 2))-2 *-1$
$x 1=c 1=c *\left(b * * *(-1 / 2)^{*}(1 / 2)\right.$
$\times 2=b 1=b * 3 *(2)$
$x_{3}=a 1=3 \quad(1 / 2)$
Solvinsc1+1* $41-2=0$ for $\because 1$
$y 1-2=0+-1 * c 1$
(bs Isolation)


Ariswer is
( $\times 1$ \# $\times 2$;
where:
$x_{1}=y 1=(c 1 *-1) \sim(1 / 2)$
$x_{2}=y 1=(c 1 *-1) \sim(1 / 2) *-1$
AFpluiris substitution

```
1= a1** + b1
c1=c+ <b* *
31=3-(1/2)
```






```
* (1/2)* *= ((c)+(b*e~(-1/2)*(1/2)) - 2*-1)*-i)
```

    (by Isoletion)
    $x=(\langle(c+(b * 弓$
(bu Tsolation) $\quad$ (
ョ $\rightarrow(1 / 2) * *=$ (


``` (by Isolation)
```

Ariswer is:

```
(x1* <2 )
```

where :
$x 1=x=((c+(b * z \sim(-1 / 2) *(1 / 2)) \sim 2 *-1) *-1) \sim(1 / 2) * a \sim(-1 / 2)+a \sim(-1 / 2) * a \sim(-1 / 2) * b *(-1 / 2)$



Answer is
( X1 \# X2




ses
| T-core 97280 ( 68096 10-ses +29184 hi-ses)
heap $62976=60926$ in use +2050 free
slobel $1187=16$ in use +1171 free local $1024=16$ iri use +1008 free trail $51=0$ in use $+\quad 511$ free
0.02 sec . for 1 GCs sainins 312 words
1.00 sec. for 37 local shifts and 41 trail shifts
7.81 sec . ruritime



| EBEE |  | U |  | $N$ | N | 以上İ」 | Y |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| B | B | U | U | N | N | II II | $Y$ |  |
| E | B | $\square$ | $U$ | NN | N | II II | $\gamma$ | $Y$ |
| EBEE |  | U | U | $\mathrm{N} N$ | N N | II |  | $Y$ |
| E | E | U | U | N | NN | 11 |  | Y |
| E | B | U | $U$ | N | N | II |  | Y |
| BBEE |  |  |  |  |  | 以上La |  |  |


 QUEUE SWitches：／FILE：ASCIJ／COFIES：1／SFACTNG：1／LTMTT：56／FOFMS：NOR13：23：41 Frirted：20－M3צ－81 13：29：53
yes
? ?- cubic $(A)$.
Solving $a * x-3+b * x-2+c * x+\alpha=0$ for $x$
Truing to specialize polunomial to eliminate $x^{\wedge} 2$
term and reduce coefficient of $x=3$ to 1
Formed easation $c 2+c 1 * u 1+1 * y_{1} \sim 3$

```
Applyins substitution
    y1 = a1 * x + b1
```

to :
$c_{2}+\mathrm{cl} * \mathrm{y}_{1}+1 * \mathrm{y}_{1}-3$
sives :
$c_{2}+c 1 *(a 1 * x+b 1)+(a 1 * x+b 1)-3$

Eabatins coefficients of $x$
Simultaneously solvins :

$$
a=a 1-3
$$

$b=b 1 * a 1-2 * 3$
$c=c 1 * 31+31 * b 1$ - $2 * 3$
$d=c 2+c 1 * b 1+b 1-3$
For [a1, b1, c1, c2].
Solvins a $=$ a1 3 for al
$31=a^{-(1 / 3)}$
(by Isolation)
Answer is
$\times 1$
Wi $=a 1=a^{-}(1 / 3)$
AFFlyins substitution

$$
a 1=a \quad(1 / 3)
$$

to
$b=b 1 * 31$ - 2 *
$c=c 1 * 31+31 * カ 1 \sim 2 * 3$
$\alpha=c_{2}+c_{1} * b 1+b 1-3$
sives :
$b=b 1 * e^{-}(2 / 3) * 3$
$c=c 1 * a^{-}(1 / 3)+a^{-}(1 / 3) * b 1-2 * 3$
$\alpha=c 2+c 1 * b 1+b 1-3$
Solving $b=b 1 * a^{\sim}(2 / 3) * 3$ for $b 1$
$b 1 * a \sim(2 / 3)=b *(1 / 3)$ (by Isolation)
I assume a positive.
$b 1=b *(1 / 3) *$ e $(-2 / 3)$ (by Isolation)

Ariswer is
$\times 1$

## where ;

$x_{1}=b 1=b * a-(-2 / 3) *(1 / 3)$
$\begin{aligned} & \text { Applyins substitution } \\ & \text { b1 }=b \text { w } e^{(-2 / 3)} *(1 / 3)\end{aligned}$

$$
\text { to } \begin{aligned}
c & =c 1 * a(1 / 3)+a-(1 / 3) * D 1-2 * 3 \\
\sigma & =c 2+c 1 * b 1+b 1-3
\end{aligned}
$$

gives :
$c=c 1 * a-(1 / 3)+a-(1 / 3) *(b * a \sim(-2 / 3) *(1 / 3))(2 * * 3$
$d=c 2+c 1 * b * a *(-2 / 3) *(1 / 3)+(b * a \sim(-2 / 3) *(1 / 3))$
Solvins $c=c 1 * a \cdots(1 / 3)+a \cdots(1 / 3) *(b * a \cdots(-2 / 3) *(1 / 3))-2 * 3$ for $c 1$
c1* a $-(1 / 3)=c+-1 *(a \sim(1 / 3) *(b * a \sim(-2 / 3) *(1 / 3)) \cdots 2 * 3)$
(by Isolation)
$c 1=(\mathrm{c}+-1 *(a \sim(1 / 3) *(b * a \sim(-2 / 3) *(1 / 3)) \cdots 2 * 3)) * a(-1 / 3)$

Ariswer is:
$\times 1$.
where :
$\times 1=(c+a-(1 / 3) * ロ * a-(-2 / 3) * b * a-(-2 / 3) *(-1 / 3)) *$
AFFluins substitution
$c 1=(c+3-(1 / 3) * b * a-(-2 / 3) * b * e-(-2 / 3) *(-1 / 3)) * e-(-1 / 3)$

sives :

 * (1/3)) 3 for 02
 * (1/3)) 3
(by Isolation)
 (by Isolation)

Answer is:
$\times 1$
where:


Afplyins substitution
 $-(-2 / 3) *$ * $(-1 / 3) * e \rightarrow(-2 / 3) *(1 / 9)) *$ औ 3


Substitutins back in ci solution
ApFlsins substitution
true

$-(-2 / 3) *$ в $-(-1 / 3) *$ a $(-2 / 3) *(1 / 9)) *$ b 3
to :
$c 1=(c+a-(1 / 3) * b * a \sim(-2 / 3) * b * a \cdots(-2 / 3) *(-1 / 3)) *$ a $\quad *(-1 / 3)$
§ives :

Substitutins back in bl solution
Apflyins substitution



to :
$b 1=b * 3-(-2 / 3) *(1 / 3)$
§ives :
$b 1=b * a^{-}(-2 / 3) *(1 / 3)$

Gubstitutins back irı al solution

```
AFFlyin! substitution
```


$(-1 / 3)$
$b 1=b * a \sim(-2 / 3) *(1 / 3)$
to :
$31=3-(1 / 3)$
gives ;
$31=3 \rightarrow(1 / 3)$

Final Answers are:
( $\left.\left.(\times 1 \& \times 2) \& \times 3_{3}\right) \& \times 4_{4}\right)$
where:

3) * $\left.2-(-2 / 3) * a-(-1 / 3) * a^{-}(-2 / 3) *(1 / 9)\right) *$ н 3

$\times 3=b 1=b * a^{-}(-2 / 3) *(1 / 3)$
$X_{4}=31=3$ (1/3)
Solvinsc2 $\mathrm{c}^{2} \mathrm{c} 1 * y 1+1 * \leq 1-3=0$ for $\leq 1$

1 P-core 97280 ( 68096 lo-ses +29184 hi-seg)
heap $\quad 62976=60936$ in use +2040 free
slobal $1187=16$ in use +1171 free
local $1024=16$ in use +1008 free
trail $511=0$ in use +511 free
0.02 sec , for 1 GCs sainins 938 words

1. 33 sec , for 36 local shifts and 42 trail shifts
$7.80 \sec$. runtime

| QRQuse मฉ刀बQR |  |  | UU | UU | AAAAAA AAAAAA |  | RERFRFRFER FFFFRFRFR |  | $\begin{gathered} \text { TTTTTTTTTT } \\ \text { TTTTTTTTT } \\ \text { TT } \end{gathered}$ | $\begin{aligned} & \text { IIIIII } \\ & \text { IIIII } \\ & \text { II } \end{aligned}$ | $\begin{aligned} & \text { ssssssss } \\ & \text { ssssssss } \end{aligned}$ | 000000 000000 |  | $\begin{array}{ll} L L \\ L L \end{array}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | UU | UU |  |  | 00 | 00 |  |  |  |  |
| QQ |  | QQ | UU | UU | AA | AA |  |  | FR |  | FR | SS | 00 | 00 | LL |
| QQ |  | QQ |  | 0 U | AA | AA | RR | RR |  | TT | IT | SS | 00 | 00 | LL |
| QQ |  | QQ | UU | UU | AA | AA | FRi | FiFi | TT | II | 55 | 00 | 00 | LL |
| DG |  | QQ | UU | UU | AA | AA | FR' | KR | TT | II | Sssss | 00 | 00 | LL. |
| QQ |  | QQ | UU | UU | AA | AA | FFiF | RRRFR | TT | II | Ssssss | 00 | 00 | LL |
| Dat |  | Qc | UU | UU | AA | AA | FRR | FRRFR | TT | 1 | SS | 00 | 00 | LL. |
| QQ | QR | Qal | UU | UU | AAA | AA | RR | RR | TT | II | SS | 00 | 00 | LL. |
| QQ | CR | QQ | 411 | 04 | AAA | AA | RR | KR | TT | II | 55 | 00 | 00 | LL |
| QQ QQ |  |  | UU | UU | AA | AA | RFi | FiF | TT | II | S5 | 00 | 00 | LL |
| QQ QQ |  |  | UU | UU | AA | AA | FiF | FFi | TT | IIT | $\begin{aligned} & \text { ssssssss } \\ & \text { SSSsssss } \end{aligned}$ | $\begin{aligned} & 000000 \\ & 000000 \end{aligned}$ |  | LLLLLLLLLL |
|  | 2ea | QR | บUL | Uu | AA | AA | RR | FR | TT | 111 |  |  |  | LLLLLLLLLL |
|  | goe | QQ | UUL | UU | AA | AA | Firi | RF' | $1 T$ | 1111 |  |  |  |  |

bes
( T - Quartic (A)
Solvins a * $x-4+b * x-3+c * x-2+d * x+e=0$ for $x$ Tryins to specialize folsnomial to eliminate $x^{-3}$
term and reduce coefficient or $x^{m} 4$ to 1
Formed eauation $c 3+c 2 * y 1+c 1 * y 1 \sim 2+1 * y 1 * 4$
Apelying substitution
$y 1=\underline{2} 1 * x+\underline{b} 1$
to

```
c3+c2* y1 + c1 * &1-2+1 * y1-4
```

gives :

$$
c 3+c 2 *(a 1 * x+b 1)+c 1 *(a 1 * x+b 1)-2+(a 1 * x+b 1) \sim 4
$$

Equatins coefficients of $x$

## Simultaneously solvins:

$a=31-4$
$\dot{b}=b 1 * a 1$ * $* 4$
$\dot{c}=(c 1+b 1-2 * 6) * a 1-2$
$d=c 2 * a 1+c 1 * a 1 * b 1 * 2+31 * 21-3 * 4$
$e=c 3+c 2 * b 1+c 1 * b 1-2+b 1-4$
For [a1, b1, c1, c2, c3].
Solvins a $=21$ - 4 for 31
? I assume al positive.

$$
a 1=\underset{\text { (bs Isolation) }}{a}
$$

```
Answer is
X1
    where:
        X1 = 31 = % (1/4)
```

Applyins substitution
a1 $=a(1 / 4)$
to :
$b=b 1 * 31-3 * 4$
$c=(c 1+b 1-2 * 6) * 31-2$
$\sigma=c 2 * 31+c 1 * 21 * b 1 * 2+31 * 21 * 3 * 4$
$e=c 3+c 2 * b 1+c 1 * \operatorname{bi}-2+b 1-4$
sives:
$b=b 1$ 米 $a(3 / 4) * 4$
$c=(c 1+b 1-2 * 6) *=-(1 / 2)$
$a=c 2 * z-(1 / 4)+c 1 * a m(1 / 4) * b 1 * 2+a \cdots(1 / 4) * b 1 \sim 3 * 4$
$\sigma=c 2 * 2$
$e=c 3+c 2 *(1 / 4)+c 1 * 3+c 1 * b 1 * 2+b 1-4$
-

```
b1** (3/4)=b * (1/4)
        (os Isolation)
```

9 I assume a positive.

$$
b 1=b *(1 / 4) * a \cdots(-3 / 4)
$$

        where ;
            \(x_{1}=b 1=b * a \sim(-3 / 4) *(1 / 4)\)
    APPlyins substitution
        \(b 1=b * a<(-3 / 4) *(1 / 4)\)
    ```
to c}=(c1+b1-2*6)* a (1/2
```



```
        a=c2* * (1/4) +c1*a * (1/4)* b1
```

    sives:
        \(c=(c 1+(b * 2-(-3 / 4) *(1 / 4))-2 * 6) *=\sim(1 / 2)\)
    

Solviris $c=(c 1+(b * a(-3 / 4) *(1 / 4)) \sim 2 * 6) * a(1 / 2)$ for $c 1$
$c 1+(b * a-(-3 / 4) *(1 / 4))-2 * 6=c * a(-1 / 2)$
(by Isolation)
$c 1=c * a-(-1 / 2)+-1 *((b * a \sim(-3 / 4) *(1 / 4))-2 * 6)$
(by Isolation)
Answer is
$\times 1$
here :
$\times 1=c 1=c * a-(-1 / 2)+b * a-(-3 / 4) * b * a-(-3 / 4) *(-3 / 8)$
Afplyins substitution
$c 1=c * a(-1 / 2)+b * a \sim(-3 / 4) * a * a-(-3 / 4) *(-3 / 8)$


sives:



$2+(b * 3-(-3 / 4) *(1 / 4))-4$

(1/4)* (b* $\quad$ ( $-(-3 / 4) *(1 / 4)$ ) $3 * 4$ forc2

$-(1 / 4) *(b * 3 *(-3 / 4) *(1 / 4))-3 * 4)$
(bs Isolation)


(by Isolation)


(bs Isolation)
where:
 AFFlying substitution



$2+(b * 3-(-3 / 4) *(1 / 4))-4$
sives :





 or c3


 (bs Isolation)


 ) - 2)

## (by Isolation)



 3/4) * (1/4))
(by Isoletion)
Ariswer is:
$\times 1$.

## where:






> AFFlyiris substitution


 $\left.\left.(-3 / 4) * a^{\prime}(1 / 4) * \exists^{\prime}(-3 / 4) *(3 / 16)\right) * a^{\prime}(-1 / 4) * \geq m(-3 / 4) *(-1 / 4)\right) * 6 \sim 4$

```
to
```






## sives:





``` \(\left.\left.(-3 / 4) * a^{m}(1 / 4) * a m(-3 / 4) *(3 / 16)\right)^{*} * \operatorname{a}(-1 / 4) * \operatorname{a}(-3 / 4) *(-1 / 4)\right) * b \sim 4\)
```

Substitutins nack in c2 solution
AFFluiris substitution
true





## to




## sives :




## Substitutirs beck in ci solution

 Abflyiris substitution






## to

$c 1=c * a \sim(-1 / 2)+b * a \sim(-3 / 4) * b * a \sim(-3 / 4) *(-3 / 8)$
gives:
$c 1=c * a m(-1 / 2)+b * \equiv-(-3 / 4) * b * \equiv m(-3 / 4) *(-3 / 8)$
Substitutiris back in bl solution
AFFlsirs suhstitution




 $(-3 / 4) * \operatorname{a}(1 / 4) *=\cdots(-3 / 4) *(3 / 16)) *=\cdots(-1 / 4) * b-3$

$$
c 1=c * \sum^{-}(-1 / 2)+b * 2(-3 / 4) * b * 2 \cdots(-3 / 4) *(-3 / 8)
$$

to :
b1 =b* $\quad$ * ( $-3 / 4$ ) * (1/4)
sives ;

Substitutins back in al solution
Afplyins substitution





 $b 1=b *$ a $(-3 / 4) *(1 / 4)$

```
to :
31=a~(1/4)
```

sives:

$$
31=a^{-}(1 / 4)
$$

Final Ariswers are :
$(()(\times 1 \& \times 2) \& \times 3) \& \times 4) \& \times 5$ )
where ;







$\times 4=b 1=b * a n(-3 / 4) *(1 / 4)$
$x 5=31=3(1 / 4)$
Solvins c3+c2* $31+c 1 * y 1-2+1 * y 1-4=0$ for $y 1$


[^1]1.81 sec , for 56 local shifts and 72 trail shifts


```
WLE TN FOLERWUL MATGHER 考/
wa
```





```
        लmकult(metemt bses,F1*)
        mmeult (metent 'erwrsmi*)g
```



```
        लonemit (meten% *;ick+FI*)%
```







```
        m"wult(matmh% inctsma*)%
        mmenlt('test, =1'):
```




```
        लmकult(m&tm% 'tints=1*)%
        कon=ult(matcht *isolz%,Fl')%
        con=ult(matmht '&ertomi`)
乐 metwhes to Frese 索/
```



```
        Tmconcult (metchs 'cmemm:ret')%
        recomeuntcmetchy interv*Fets's
```


tles(try herdetruegtrue):
treced'vitreins to use fouerful metcher to collect \%s in \%cy'
[x,01dys3:
Festures (01dgxyFExpr):
* select a collection sxiom */
trece(feetures of expression ere \%evn's[FExFT].4):
trecec lookins for e collection rule with metchins feeturestrin'sug
collex (Us, LHS, RHS),
/ bind ell rule veriebles to rendom etoms w
instantiste(LHSPFtternusres)
/ w chose collection verieble in rule end work out festures wrt it wf
worgsin(us,ul), menber(usul)
festures(lus?upfrule)
F meke sure the festures of the expression and the rule metch ${ }^{*} /$

apfend NempuersyFetternuerspretternuersil:

- F arfls resultins substitution to rule end put in fnf w/
subst(Subst, LHS:LHSL): subst (Subst, RHS.fHS1):

束 frefsre for and aprls rule w/
meke deseriftioncoldskitysold_m,
meke deseription(LHS2,XpFteternuersin LHS m)
meke cescription(RHSi, R,FetternuersisfHS_m);

expr(Newnonnem)
tids(News Newi)
trece('/F collected in $\%$ sives \%ov'g[xpoldsNeull.2).
try herd to solve(EnnunknoungAns) -
\% solve the ecustion usins powerful metcher w/
flestry herdyoldetrue).
solve(Enn Unknown?Ans):
fles(trs hards...0ld).
i
(-. fles(try herdy...felse).
/ Wetch feetures of expr and rule and return substitution */
(\% FExFr are identicel except for the difference in verisble w/
 subst (UEX: FRule, FExpr).
/ Speciel heck for cubie */
 sensum (a,0) subst(cos(U) $=\mathrm{X}$, FRule, FExpr).
collour.eat -





```
/* collas( w w+| % 2ww ) = 专/
```



```
coll\equiv<( | % |"U*U"U, 4"(U+U) % *
```



```
moll#%(4 % WW, w"2 % 
molles( U g Ein(U)*कos(U) v sin(2*U)*2* (-1) % 
```







```
collms( U Ein(u)*(cos(u)"(-1) y tmn(u) )
collm&('U % cos(U)*=in(U)"(-1) y cot(U) ) 
```



4

```
/* tests for Fouerful metcher */
    *--11m(5)*
smequmbic %- trymerd_tomsolve(z"3 t 3whwz + = = 0 z % Ans);
```











```
/* the followins two exameles Ere from moArthur 奚 keith%
        Tntermediste Alsenre 采/
```




| MM |  | H | Mim |  | MH |  | Hid |  | Mri | AAMAAA |  |  | 555555 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| mm |  | Mm | M |  | Mil |  | Him |  | Mim | AAAAAA |  |  | 55555 |  |
| MMmi |  | MMMM | MMr |  | तोप |  | Mmi |  | \ोतोग | AA |  | AA | 8 | － |
| mimi |  | Mnim | Mh |  | MMM |  | तोगी | 1 | पोगो | AA |  | AA | 5 | 5 |
| Mid | MN | M | Mid | Mid | Min |  | Hil | M17 | Mid | Af |  | AA | 5 | 5 |
| Min | MM | Mi | Mi | Mm | Mid |  | Mif | M | Mm | Af | A | AA | 5 | 5 |
| Mid |  | H | Min |  | Mid |  | Miri |  | तो | Af | A | AA |  | $5 \mathrm{SES5}$ |
| Min |  | Min | Mi4 |  | M |  | Mid |  | IM | A 4 |  | AA |  | 5555 |
| Hid |  | W⿵冂 | M |  | MM |  | WM |  | Him |  | AA | AA |  | 55 |
| Mim |  | Hin | Mm |  | MI |  | M19 |  | Him |  | AAf | AAA |  | 55 |
| 同苼 |  | Hi | M |  | Til | ＊＊＊＊ | Min |  | Mim | AA |  | AA |  | 55 |
| MM |  | Mm | MM |  | Hil | ＊＊＊ | Mm |  | Mm | AA |  | AA |  | 55 |
| Hin |  | MH | HM |  | Mil | ＊＊＊ | Hm |  | M | Af |  | AA |  | 55555 |
| Min |  | M | Mm |  | Mil | ＊＊＊ | Mit |  | Him | Af | A | AA |  | 55555 |



| BBES |  | U |  | N | N |  |  | $Y$ |  |  | H | H | FFFF |  | 555 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| E | E | U |  | N | N | II | II | $Y$ | Y |  | H | H | F | $\mathrm{F}^{\prime}$ | 5 |
| $\underline{8}$ | E． | U | U | NT | N | 11 | II | $Y$ | $Y$ |  | H | H | $\mathrm{F}^{-}$ | $\mathrm{F}^{-}$ | 5 |
| SEBE |  | U | 1 | N N | 1 N | II | II |  |  |  |  |  | FFPF |  | 55 |
|  | E | U | 1 | N | NN | II | III |  |  |  | H | H | $\mathrm{F}^{\text {a }}$ |  | 5 |
| $\cdots 3$ | E | U | U | N | N | II | II |  |  |  | H | H | F |  | 5 |
| EBEB |  |  |  | N | N |  |  |  |  |  | H | H | F＇ |  | 555 |





SUBFTLE: MM. SUB $218: 47$ 5-AUG-1980 <005\% (55)
mim.sub
pilin
metch:el
herderl
besserl
exfr:pl
memo:el
Fick: 1
fuzas:Fl
trformerl
Fortresel
miscofl
festursel
insterl.
test.el
leerriel
1test, Fl
collec.el
chense: -1
tidysfl
solex.f1
sert.el
collex:Fet
decomp:Fet
intervepet
Fols, Fet
los.ri.
Feths: Fl

DN

```
SUEFTLE: FTLTM. EIS% 21-APF-1%G0 <005% (163)
/索 FTLE TN FOUERPUL MATCHER 京
/% mew Frocedures */
    *-- consult('m*tch*FI')*
        consult('herd&%1')%
        consult('mess,F1*);
        consult('esFr:Fl')%
        consult('memo:Fl'*)
        consult('FiclesFI')
        concult('fuzz4*F1*)*
        consult('trfarm;F1'),
        consult('mortrs.w1'),
        consult('misc:F1');
        consult('festur:F1'),
        consult('imstspl')%
        consult('testspl*)*
/* stuff to lesmn how to solve sfecielized kinos of eouetione 索/
    *-- consult('Iesrrifl');
        consult('Itest.Fl')*
/旁 edoition= to FrEsS */
    *- consult('collecem''%
        consult('chanse:m1')
        con=ult('tids%F1');
        consult('i=01%&*1*)*
        con=ult('serts%1').
** F#tches to FFESS */
    *-- reconsult('colls%&FEt');
        } add in to ppess?
        recpmsult('cecompsFet');
        reconsult('interv*Fet*)g
        reconsult('Fols,Fet');
```

SUBFTLE MATCH:FL E1B:9 23-AFE-1980 6005\% (33B)
/耑 FOUERFUL ALGEBRAIC MATCHER */
'* The ersuments to "epply-rule" are es follows:
Expr - the expression beins trensformed
Fule - the reurite rule beins eprlied
New Expr - the result of apflyins the rule to Expr
The sumbolic sumbities in the expression gnd the rule are sssumed to be stenderdized efert. */


 metoh(ExprgFetterrigTrensform):
effis trensform(Trensforminerlecements New_ExFr): !
/* metch is celled es follous:
metch(Exprypettern:Trensform)
where
Expr is the expression or subevpression beins metched
Fettern is the left hand side of the rule (or s subfert of it)
Trensform is returned - it is $\Rightarrow$ trensformetion functions to be apelied.
substitutionsy end fossibly chense of unknown)
thet mekes Expr=Fetterr */

```
* STMFLE CASES --- ImMEDATE MATCH OR SIMFLE SUBSTITUTION */
mstch(EkfryFEtterngTrensform) %-
    exfr(ExFrgE), exfr(FBtterngE),
    null -trensform(Trensform),
    trece('trivielly metchins %F mnd %F\n'g[E;E],4)%
    !.
.atch(E*FrgFetterngTrensform) #-
    expr(FetternoUer):
    Etom(Uer):
    Fettern...vars(Fattern,Fetternuars),
    member(UergPetternugrs),
    expr(E<mr,E),
    make substitution..trensform(Uer=E,Trensform),
    trace('metchins %r and %r bs usins substitution\mreturnins /FF\n'g
        [E:UEr:Trensform]:4):
    !=
```

/ W HARM MATCH - USE MEMO */
metch(Expr,Fatternitransform) :-
memo( herdmetch(Exfr, FetterneTrensform) )
!

* There ere two wess of eccomelishins e herd metcht
bs metchins subexpressions ("metchi") --- this mes involve bes metches, and sprlsins functions to the RHS of the rule?
or bs solvins for everisble in the rule (metch2").
The subsoels metchi and metch2 zre used to frevent becktreckins emons the ceses of metchi. */
herdmetch(Exer, FetterryTrensform) \#metchl (Exprypettermitrensform): expr(ExFryE), expr(PatterngF),
 [E,F,Trensform],4).
nerdmetch(ExprofetternsTrensform) *expr(Expr, E) , expr(Fetternip) ;
 metch2(ExprypetterngTransform): trece('solvins for s verizhle succeeded in metchins expression \%evn'g [E]:4):

/* metchl frocedures to convert to bess for + end w w/
metchl(ExprypetterngTrensform) :-
expr(ExprgE), exfr(Fetternif):
( $\mathrm{E}=\ldots+\ldots$ \% $\mathrm{F}=\ldots+\ldots$ )
!
convert endmetch(tsenfrpetternsTrensform) :
metchl(Exersfettern:Trensform) :-
enfr(ExprgE), expr(FetterngF),

1 !
convert end_metch(*)ExpryPetternsTrensform).
* MATCHING OTHER KTNMS OF FUNCTIONS *
metchl(ExprofstterngTransform) *-
Expr(ExprgE), exfr(FstterngF):
troce('trsins to mstch expression $\%$ and Fettern \%pyng
[E:F]:4):
/* Expr and Fettern must heve the seme furctor w/ functor (EgFN), functor( $\mathrm{F}, \mathrm{Fg} \mathrm{N}$ ), match...erts(Exfr,FetternginN:Trensform)
metchmerts(Exprypeterng Jont Trensform) :JN:

```
    null-trensform(Trensform):
```

    !.
    metch perts(ExFrgFatterng InNgT3) t-

metch(E1,F1,T1):
aprls-trensform(Tisfottermp2),
Ji $i=1+1$ :
metch merts(Expr:F2,J1:N:T2),
concet transforms(T1,T2,T3):

```
/* "matchz" --- SOLUTNG FOR a vaptable IN THE rULE */
metch2(Espr;Fetterng.-) *-
    /* don't ellow solvins for e verieble et tof level */
    ouners(ExFTy[J),
    !!
    feil.
metch2(ExprgPettern:Trensform) #-
Fettern.ver(Fztterngu):
exfr(ExfrgE), Exfr(FstterngF),
conteins(U:F),
trace('\ntryins to solve for e verisble\m's4),
trece('cellins enuetion solver to solve for %F in %F\n\n'g[U,E=F],4),
/* sssert that z Ferticular rather then z senerel solution
    for U is desired */
essert(particuler-solution(U)):
solve(E=F;U:SS),
or..to.list(SS%SList),
select(U=Solns(Listg_):
meke substitution_trensform(U=SolnmTi):
/W If the unknown in Fettern is the seme zs the unknown in ExFr id:E:
        there is no new unknown): then the solution must be free of the
        unknowng if solvins for the new unknown then the solution must
        contain the unknount otheruise, the solution must be free of both
        the unknown and the new unknown */
unknown(ExFr:UEMFr): unknown(FetternguFettern),
(UFEttern=UENFr -> freeof(UENFr:Soln), Trensform=T1, %
    U=UPsttern -> contsins(UExFrgGoln), chensemunknown(UEwFryTIyTrensform) %
    freeof(UExprgSoln), freeof(UFetterngSolm), Trensform=T1 %,
trece('usins solution %F\n',[U=Soln],4).
```

```
convert_snd metch(Of,Expr,FetterngTraneform) %-
    to.bes(0f,Empr,ExerBes):
    to bes(0;,FetternmFetternBes):
    bes_metch(ExfrBes,FetternBessTrensform),
```

* TRTUTAL CASE - EMFTY EAGS */
bes_metch(ExprifetterngTrensform) \#-
expr( Expr, bes (..g[]) ):
exfr( Fettern g bes (., [i]) ),
null trensform(Trensform):
!.
(崇 USE MEMO FOR OTHER CASES 宗
*s metch(ExprpfetternyTrensform) *-
expr(ExpryE), expr(PetterngF):
E=bes(0F: ...)

trace('tryins to metch \%t bess for expression \%pyn'g[Neme,E],4),

memo(bes.metchi(ExprgFstternitrensform) )
(* TRY FTCKING A TERM FROM EACH EAG ANI MATCHING THESE TERMS * $/$
bes metchi(ExfryFstternsTrensform) t-

trece
'pickins terms from expression ${ }^{2}$ fettern bess end trsins to metch themvn's ${ }^{\prime}$
metch(E,F\%T1):
erfluntrensform(TiyPRestapR1),
(null trensform(T1) --> true ;
ERFT(FRI, RR),
trece('eprlsins trensform to remeinins terms in fettern besyn'g 4 ),
trace( sieldins \%FVn\n'g[RR],4) ):
bes.metch(ERest.pFR1,T2):
concet..trensforme(TizT2,Trensform).
/* IF THERE IS JUST A UARTABLE LEFT: TRY MAKING IT THE IDENTITY ELEMENT FOR
THE BAG. This mes not work, so be frepered to becktreck. */
bes metchi (Exprifettern:Trensform) -

stom(U).

unknown (Fettermafunknown), $V \backslash==$ FUnknoun:
identits(Opstdent):
meke substitution...trensform (u=Tdente Trensform),
trece('trsins mekins \%F the bes identits element \%evn'g[UsIdent]g4).

```
/* SEE IF THERE'S JUST A FATTERN varIABLE TN THE FATTERN: AND RANmOM
    JUNK LEFT TN THE EXPGESSTON THAT'S FREE OF THE UNKNOWN :/
bes_metchi(ExprgFetterngTrensform) *-
    evfr(ExfrgBes), expr(Fetterm;Des(0p;[U])):
    Fattern..ver(Fotterng(), not unknown(Fetterngu),
    unknown(ENfr:EUnknown), freeot(EUnknowngBes):
    from.bes(ExFTg Junk), exFr(Junk, J):
    meke_substitution_trensform(U=J,Trensform);
    trece('substitutins %F for %F\n'g[JgV],4).
```

/ Th TEY ELTMTNATING A TERM FROM ETTHER THE EXFRESSTON OR THE RULE BY MOUTAG
IT OR ITS TNUERSE TO THE OTHER SIDE OF THE RULE *
bss.matehd (ExwrofetterngTrensform) *-
Ferme(ExFr,FetternsTrys..),
select term(Trys Tifest),
of distributes(T),
expret, TT):
unknown(Expry EUnknoum): freeof (EUnknownsTT):
unknown(Fettermpliknown): freeof(FUnknowngTT),
trece('deelins with term \%FVn'g [TT]FA),
trece( $b y$ efflsins 3 function to eech side of the rulev's 4 ),
expr(Trypbes(0Fs.)).
© Try=ExFr ->
meke function trensform(0psTT:T1); $!$ bes_metch(Rest.fetterneT2) \%

concet..trensforms(T1,T2,Trensform).

* TRY INUOKTNG SOLUE-FOR-UARTABLE MATCH */
Des metchi (ExpryFetternsTrensform) t-
frombes(Expr, E), from bes(FetternsF):
memo( metchz(EyFiTrensform) ).
/* FAILURE - DUTFUT A MESSAGE 系/
bes metchi(ExFr, FetternsTrensform) *-
expr(ExFrgE), expr(FetterngF)?

feil.

```
SUBFTLE* EXFF,FL OL4%45 13-MAY-1900 <005% (799)
/W EXFFESSTON IESCRTFTTONS
An ekwression description is s dsta structure for deseribins everessiore
#nd suhevfressions for the Fowerful metchery slons with some sesomieted
Ecces= FTocedures:
g%ts structure formet%
    evFr..deseriftion(EsFr, FootsunknowngFztternuersq口umers)
        where
    ENFr is the eurrent espression
    Foot is the root of the evFression treeg or which Ever is s Eumevereseion
    Unkrown is the curpent urkroum
    Fetternuers is = list of the Fottern ysrizoles in Foot
    Ouners is e Iist of owmers of E<wr (gort of like s meth from the root)
索/
* ACCESS TO FAFTS */
```





```
        Unikmowm) *-- ! *
```



```
    wordsin(footgSumbols)%
    !*
```



```
    F%tternuers) %-- !*
```



## / REFI. ACTNG FARTS */




```
    New.EN%T %
```

```
    New.EN%T %
```





```
    New Dumers %
```




```
    New.unknown g
```




```
    New..F#tternuErs%
```



```
/宗 TEST IF SOMETHTNG'S A FATTEFN UARTAELE:
    OF FETURN ONE NONDETEFMTNTSTTCALLY */
```



```
    member(U,Fetternusrs):
/* TEST FOR EXFF THAT'S AM EMPTY EAG 年/
```



```
** MAEE A MESEFTFTTON GTUEN AN EXFRESSTOM ANL AN UNKNOLN */
```

** MAEE A MESEFTFTTON GTUEN AN EXFRESSTOM ANL AN UNKNOLN */
meke_deseription( EvFr: Uriknoum F Fetternuses= %

```
meke_deseription( EvFr: Uriknoum F Fetternuses= %
```






```
    #rs(NyENFTgSuhENFT)%
```



```
    !*
* SELECT NONDETERMINISTICALLY A TERM FROH A EAG */
select.nterm(ENFTgTyFest) %-
```



```
    E= bes(0;%ATSE)%
    select(A,Arss,AFest)%
    #dd..oumer (OwrersqE,New Ourer=)%
```



```
    fest = EvFr.odescriftion( Les(0F%AFtest);
```



```
/* FOUTTNES TO KEEF TRACK OF OLNERS
ss the metcher is recursively celled on expressions, it keefs treck
of the enclosins exfressions in = list of ouners. Eech item in the list
is e feir such es Feir(firstgt)g feir(othergt); or feir(firstgsir): afirst"
or "other" indicetes whether the term beins considered is the first element
of s bss beins metched. */
```

```
/* Frocenures for bess 泉/
```

```
/* Frocenures for bess 泉/
```






```
/* Frocedures Por other ExFressions 索/
```

```
/* Frocedures Por other ExFressions 索/
```




```
    EsFT=, &[OF; ..]%
```

    EsFT=, &[OF; ..]%
    !
    !
    of_oistributes(ENFT) %-
of_oistributes(ENFT) %-
owners(EsFrg|umere)%
owners(EsFrg|umere)%
cistributes oover-owners(Dumers)g

```
    cistributes oover-owners(Dumers)g
```

```
    !
Mistributes _over..owners(c]) *- ! *
distrimutesmovermowners(EFT) *- ! %
distrigutesmover owners(LFi,F2|FEst]) *-
    dist1(F1,F2)%
    distrihutes overnoumers([F2ifest]).
```



```
    Aistributes(0;1,0%2):
distributes(%)+%)
```

©D

```
SUBFTLE: MEMO.FL E18:18 11-AUG-1900 <005% (198)
/* FROCEmURE THAT REMEMBERS FREUTOUSLY COMFUTED RESULTS
    memo(Fred)
        Fred is the Fredicete beins evelueted */
memo(Fred) %-
    recorded(Fredymemo(FredsResult), ..),
    ( Result=rail ->
            trece('lookins uF feilure for\n %F\n'g[Fredl:A), !g feil %
        trece('lookins uF result for\n %F\n'g[Fred]:4)):
memo(Fred) :--
    cell(Fred):
    /W Record result in dete bese if not there slreede,
        If it is elresds thereg feil snd try for another mnswer.
        This check is necessery ---. the fredicete mes heve been celled
        Freviously without sll fossible results (includins the finel feil) beins
        senereted snd recorded. In this cese, the freviousls recorded results
        uill be re-senereted before new ones. Mumble mumble: */
    ( recorded(Fredymemo(Fred,kesult), .) -> fail %
            recorde(Fredsmemo(Fred,true)g-.) ):
memo(Fred) :-
    /* all celle heve feiled --.. record feilure */
    recordz(Fredymemo(Fred,feil),..),
    !: feil.
```

```
SUBFTLE: FTCK:FL E14#49 13-MAY-1980 <005> (484)
* AUXTLIARY FROCEDURES FOR FOUERFUL MATCHER
    SELECT EEST TERMS TO MATCH FEOM BAGS */
Fick terms(ExprsFettermenfuERest,FRest) (-
    Fick term(ExFr,EmERest):
    feetures(E,gFeetures),
    select.term(Fsetern;F;FRest);
    feetures(F,FFestures),
    unknown(ExFmEUnknown), unknoun(FsttermFUnknoun):
    fuzzsmetch(EFestures,FFestures,EUnknown:FUnknown):
    /W extre check for folsnomizls -- check thet fowers gre the seme w/
    exfr(E,EE), exfr(F,FFF),
    Fouer(EE:EUnknoum,Ni):
    Fower(FF;FUnknown,N2):
    (EUnknoun=FUnknoung inteser(N1)g inteser(N2) -> Ni=N2 % true);
    /* reject if the metch is non-trivizl znd
        movins the terms to the other side would succeed */
    (FFestures=mumbleg of_distributes(E), not(metch(EE,FF)) -> fail % true),
```

/* FICK THE BEST TERM FROA A BAG TO TRY MATCHTNG NEXT ${ }^{\text {a }}$
Fick.term(ExpryTgRest) \%-
expr(ExpraE), unknown(Expr, Unknown):
Ficki(EgUnknoun, TT:RF):
ouners(Expryouners)?
玉dd owner (Ouners? ENew_Ouners):
new_expr(EnfrgTT,Ti); new_owners (TI New_Owners:T),



Fick frompeireTh. T2, Unknouns TGoodgTEed);

/* Crock to hendle Folsnomizls -- Just pick term with unknour
to hishest fower. This elso hendles terms free of the unknown: */
Fick from FeireTigT2, Unknouns TGoodeTEed t-
Fower(TI, Unknown,FI):
Fower (T2, Unknownip2),
(inteser (F1), inteser (F2) $F$ FI\&F2 ->
TGood=T2, TBed=T1; TGood=T1: TEEd=T2).
(* Fower (TermoUnknowns) unifies N with the hishest fower to which unknown occurs in term if the unknown is to en inteser pouerg or to "mumbe" if to $=$ non-inteser pouer.

All the cuts and junk are to frevent unwanted becktreckins, w/

```
Fower(UnknownmUnknowniN) :-
    !.
    N=1.
Fower(X,UnknownsN) :-
    stomic(X),
    !!
    N=O.
Fower(Unknoun"N:Unknown!N1) %-
    !%
    (inteser(N) -> NI=N % NI=mumble).
Fower(E],UnknowngN) %-
    !:
    N=0.
power(cHiT]gUnknowngN) %-
    !
    Fower(H:UnknowngFL),
    Fower(T, Unknown,F2),
    (Pl=mumble -> N=mumble F2=mumble -> N=mumble:
        F1>F2 -> N=F1% N=F2).
Fower(ExFr,Unknown:N) :-
    I!
    Expr=:[OF|ATSSI,
    Fower(Arss,Unkroun!N).
```

```
SUEPTLE: FUZZY:FL EIA%40 14-MAY-1700 <005% (169)
/系 FUZZY MATCHEF FOF USE UTTH FEATURE: STUFF */
```



```
    Nem_Unknown=TElse?
    !:
    metch(EsFr+gEvFT2)g
    ! *
```



```
    Treeof(New Unkromm:Es=r1)g
    Freeof (New Unkrown!EsFr2):
    1%
    metch(EvFT1,E&FT2)%
    !
```



```
    * At this Foint, one and onl=s ore of the eswr's should contein
        New.unkmour. For fuxzs metchy just see thet the other
        evFression conteins Unknown 悉/
    Ferm2(EsFr1, E\%T2,EN:E2);
    contzins(New Urim,moum:E2);
    conteims(Urimomm,EI):
    !.
/* "fegtures" will retsin inteser fouste --- mebe Eure thet the metch
    "mumble" */
```




```
SUBFTLE: TRFORM,FL EL7%27 23-AFR-1980 <005% (667)
/* TEANSFORMS */
/* Trenstorms ere dete structures thet represert functionsp substitutions%
    #nd Fossibls a chanse of unkmoun to be sprlied to mn espression.
    Formet*
        trensform(FumetionList, Substitutionkist, New..Unknown)
    New.unkmown is 'f:Lse" it the umpnown isn't beins chensed w/
```


## /* CREATING TRANSFORMS */




```
meke..functionmtrensform( OF % ENFT,
```




```
        transform([function(tyNENEr)] [] g f=1Ee) ; %-
```



```
makgminv fumetion_trensforme 索 & EsFr,
        trensform( [function(%;TnvEspr)] [] % feIse) % %-
    tids(EsFT- - I, TMUEMFT)
```



```
        transform(FList,SList,Nem_Umkroum) ):
```




```
    ex%r(MescrigE1)%
```

    ex%r(MescrigE1)%
    #FF1:_fumetions(FList,EIvE2)g
    #FF1:_fumetions(FList,EIvE2)g
    new..evFr(HescrisE2, Descr2);
    new..evFr(HescrisE2, Descr2);
    /*rmmue rettern vers thet heve heen substituted for */
    /*rmmue rettern vers thet heve heen substituted for */
    substmvars(SListySuzrs), Fettern_uzrs(DeserzsFuzrs)%
    substmvars(SListySuzrs), Fettern_uzrs(DeserzsFuzrs)%
    subtrect(Fuzrs%SUzrsoNen_FUETs)g
    ```
    subtrect(Fuzrs%SUzrsoNen_FUETs)g
```






```
    e%F(Imser4,E4)%
```

    e%F(Imser4,E4)%
    tids(EA%E5)%
    ```
    tids(EA%E5)%
```




```
    (New Urknown=felse -> Desers=Desers %
```

```
    (New Urknown=felse -> Desers=Desers %
```




```
    !=
```

```
    !=
```




```
    transform(FSgSSyUZ) % %-
```

    transform(FSgSSyUZ) % %-
    #FF|nd(FI,F2,FS); EFFerid(SL,S2,S3);
    ```
    #FF|nd(FI,F2,FS); EFFerid(SL,S2,S3);
```




```
    !*
```

```
    !*
```



```
    takes = 1ist of functione "Functione" mnd zn evpression "Ever"*
    Feturns the result of merluins the functions to the eprtession in "New":
```



```
SFFl=_Tumctions([],EsFTgEvFr) %- I*
#F%l&-functions(LH:T#EsFryNew) *-
    #FFIy Fumctiom(HyEvFrgEI):
    #FFls_(urnetions(T,EIqNew):
桼 These cleuses handle bese, If the function hes the seme operetor es the
```



```
    distributes over the bes% EFFls the furction to esoh elemert.
    Otherwise feil: */
```






```
    distributes(Furic.0FgESE_OF)%
    !
```






```
    distributes(FuncmOFgEzs..OF)%
    EFFls..function(F%ATSI,New AT&i)%
```



```
/* now oleuses to hendle expressions mot in bes form */
**ymfunction( function(tyArs)% Eswrg Eswrtars)
```



```
%wlsmeubstitutions([]:XyX) %- !*
```

%wlsmeubstitutions([]:XyX) %- !*
%%lsmsubstitutions([HTT]s(yZ) %-
%%lsmsubstitutions([HTT]s(yZ) %-
subst(H%XyY)%
subst(H%XyY)%
\#FFly-subetitutions(TyY%Z)%
\#FFly-subetitutions(TyY%Z)%
1:
1:
/* returr = list of the verishles from z substitution list */
Eubst..vers([] []).
\#ubst..vers( [U=_..fest] y [UiULiEt] ) %-

```

\section*{\D}
```

SUBFTLE: FORTRA:FL. E16:57 23-AFR-1980 <005> (176)
** FORTRAY */
Fortres( bes(0rg[A]) ) ;-
urite(A),
!.
Fortres( bes(0p,[AlRestl) ) %-
urite(A):
write(OF),
portres( hes(0pgFest) ),
!.
portres( bes(0p,[]) ) -
write('sempts bes>'),
!*
rortres( trensform(FList,SListrNem_Urknown) ) %-
writef('trensform*\n'),
portres functions(FList),
portres subst(sList):
New Urknoun=felse -> true%
uritef(' chense unknown to %t\n'g[New_Unknown]) )
!.
Fortres_functions([]) :- !*
Fortres functions( [function(*)A):TL]) :-
uriter(* 宗 %F<br>n'g[A]):
Fortres functions(TL):
!
portres_functions( [function(t,A)|TL]) %-
writef(' + %p\n',[A]):
portres functions(TL):
!.
ortres-mubet(c]) %-- !
-ortres-subst( [Uer=E{TL]) %-
uritef(% %F -> %F\N'g[Uer,E]),
Fortres subst(TL):
!
Fortres(X) %-
write(X),
!:

```
```

SUBFTLE* MTSC.FLL E17%15 21-AFR-1980 <005% (120)
/* MISCELLANEOUS ROUTINES FOR FOUERFUL ALGEBRATC MATCHER */
identits(t.0):
identity(*)1):
tonbes(0;gmecrinmeser2) \#-
expr(meseri:Expr):
decome(Exfrg[OF|ALJ):
rev(AllgArse),
new_exfr(Mescrigbes(0f,Arss),Deser2),
!.
to.bes(Op,Deseri,Deser2) %-
exfr(Deser1,Expr);

```

```

    !"
    from.mes(Deser1,Deser2) *-
exfr(Descrinbes(0f,A1)),
rev(AlyArss),
recomr(Esprg[0;|Arssi),
new.exfr(MescrinEsfrg Iescr2),
!:
metch..cut(AgB) %-
metch(A,B);
!"
or..to.nise(H\#T,[HITTM) %-
!%
or.tonlist(T,TT).
wr.to.list(ENFTg[ENFT]) %-- !.

```
```

SUBFTLE* FEATUR:FL Q11%24 18-AFE-1980 <005% (189)
** FROCEDURES FOR EXTRACTING FEAURES FROM EXFRESSIONS
cellins frotocol*
Feztures(ExpryFeatures)
*/
features(ExprgFeetures) %--
exFr(ExFr,E), unknoum(Expr,U),
festures(EsugFestures):
!.
feetures([],U,[]) %- !:
feetures([HIT],U\&[FHIFT]) %-
feetures(H:U,FH).
features(T,U口FT):
!:
festures(u,u,u) %-- !*
Features(ExFrgummmble) *-
freeof(U,Espr),
!.
feetures(ENN,U\&FM) %-
inteser(N):
Teetures(E,U;F);
!*
feetures(E1+Ezgu,Festures) %-
festures(EI,U%Fi)%
festures(Ez,U%F2),
CFI=mumble -> Festures=F2 %
F2mmumble -> Festures=F1 ;
Features=F1+F2),
!:
feetures(EI*E2gunFeatures) %-
festures(E1,ugF1):
festures(E2,UpF2),
\&Flmumble --> Festures=F2 %
F2=mumble -> Festures=F1 %
Festures=Fi*F2);
!,
festures(Expr,u,Feetures) %-
ExFr=. [0F|ATSE]:
features(Arss,u,FATss),
Feetures=: [0F|FArss],
!

```

\section*{SUBFTLE: TNST.FL (216:23 23-AFR-1980 (005\% (59)}
/玺 kludse to instantiate all the verizhles in e rule senereted nemes ere of the form sis s2, etc wh
(instentiste(Exprsuars) \%veriables(Expryuars): bind...list(Uarsg1) !.
bind 1ist([IMN):
mind list(CHITIsN) ₹concet(SyN: N ) Ni \(\mathrm{i}=\mathrm{N}+\mathrm{i}\). bind list (TyN).
```

SUBFTLE: TEST,FL 010:0 21-AFR-1980 (005> (169)

* tests for powerful metcher */
*-tlim(5):

```




```

distribs %- trymerd_to_solve( xtx = x'2, x, Ans).
trisl %-- trymerd_to_solve( \#wsin(x)tbwcos(x)=c, (% Ans):
chansel f- trymard_tomsolve( 5m(2*s) + 5% + 5 = 0, y, Ans):

```

```

chensez %-- trunerd_to_solve( 3"(2wy) - 2*S"(st2) + 81 = 0% ys Ans):

* the followins two exemrles gre from moArthur s Keith,
Intermediste Alsebre 籼
chanse4 %- try_herd_to_solve( (3*y2-2wu-2)-2 = 21*y-2 - 14*y - 20, y, Ans):

```


SUBFTLE: LEAFN:FL Q12:52 21-AFR-1900 <005> (576)
/* FROCEDURE FOR LEARNTNG TO SOLUE FARTICULAE FORMS OF EQUATIONS w/
```

lesrn..to_solve(FormsUnknown:EmnConditions) %-
trece('tryins to leern to solve %p for %F\n\n'g[EEngunknoun],1),
/* solve the equetion usins fowerful metcher */
try herd to.solve(EangUnknoumsAl),
* convert Egn to the normel form */
C=:[Form,Unknown,EemgNorm.EEn]:
cel1(c),
* chanse sumbols in ecustion etc; to verizbles *f
wordsin(AlsSsmbols),
verieblize! [EangNorm EangUnknoungAl:SunbolsgConditions] %
[EgnuergNom|ergUnknounueryAnsUergSumUers,CondUers]),
* meke uF e conversion commend to execute when the new method is run */
Convert= .[Form,UnknomnUErsE1,E2],
/* essert the neu method w/
trece('sesertins new method for solvins %F for %F\n\n'g[Ean,Unknown]:1):
esserte(<
solvel(Ej, UnknounUergAns) :-
Convert,
metch(E2yNormuer);
trece(
'usins learned method for solvins eouetions of the form %e\nvn',
[Ean]:1):
CondUers:
tids(AnsUsrgAne),
!
)):
!.

```
verisblize(AgB) *-
    wordsin(A, U\()\).
    veriablize(AgugB)
    !
Verisblize(A; [G;A) :-
verieblize(Ay[H:T], \%
    /筑 crock - don't verieblize arbitrers intesers wf
    (intesrel(H) -> Al=A \% ver. subst (-H \% A; Al) \%
    verieblize(AlyT:E):
    !
/ 末 SUBSTITUTE THAT DOESN'T EINI OLD VARS *
ver-subst(Uer=Const,01drold) *-
    ver(0id):
    1.
Ver-mbst(Usr=Const,Const,Ver) \%- !
Yer mubst(Uer=Const, \(X\) (X) *-
    stomic(X):

1

```

ver_suhst(U\#r=Gomst,[HIT],[H1|T1]) %-
y=Tmeubst(usr=ConstsHyH1)%

```

```

    !*
    v%T..muhst(UEr=ConstyOldyNew) %-
01d=: %OF|ATSSI%

```

```

    Ned= * &OFINATs=7.
    !:
    ```
```

Folsmomizl(Xg L=Fg Fols-E@n(X,FList)) *-
Fols_morm(Xe L+ -1*Fg Fly%
Foly_sort(FI%F2)%
tids(F2gFList)% /* kludse - clemn uF ETter normelizetion */
!%

```
* Bubble sort for Folunomizl coefficierts */
Foly
    Folsmsortle (FIyF2)


    FETm2 (AnEsXyY)

    NXVNY
    Folynsortle [Yifest] g \(\%\)
    !
FolymeorticFlyFl) *- !
'畨 senersl cless doesn't chanse the expression 患
sererol (X, ExF, E\%F) \%- 1 \%
```

/* scid clsuse for metchins stuff in Folmromish rormel form */
%-- sssertse!
match(FOL=_Egn(X,L1)%FOL\&-man(X,L2)) %-
!% FOl=_m*tch(LI%L2)% !
)):

```
Folsmatch([], [])





 ! :
```

GUBFTLE% LTEST:FL EIO%I 21-AFF-19G0 <005% (EL)

```

```

etestl %- solve( **2=% % *g Are )

```

```

etestz %- solve( (x+Z)希(x+2)= \&s *s Ans).

```

```

    mon..zero(z) ):
    ttesti %- solve( 1*sin(%)+0%cos(%)=1 % <%.An= %

```

. \(\\) V

SUBFTLE COLLEC FL E16：26 23－AFR－1980＜005．（262） ／系 COLLECTION ROUTINE TO INUOKE FOUERFUL MATCHER＊／
```

collect(X,OldNNewi) %-
** leest._dom(X,01d),
*/
flas(tremerdstruertrue)?
trece('\ntrsins to use fowerful metcher to collect %s in %c\n'g
[x,01d]:3),
feetures(01dsX,FENer):
/* select a collection zxiom */
trece('festures of exFression sre %F\n'g[FENFr]:4):
trece('lookins for e collection rule with metchins feeturestn\n':4),
collex(Ls,LHS,RHS):
/* take one of the verisbles it collects and bind it to the unknown */

```


```

        /w bind sll other verizbles to rendom Etons */
        festures(LHS,是FRUTe)
        /* meke sure the feetures of the espression snd the rule metch w/
    ```


```

        meke_description(LHS,X,FstternUers,LHS_m); sul(sh /RHS,RHol)
        meke descriftion(RHSgX;Fettermuers,RHS_m),
        gFFly_rule( Old_口 , rule(LHS_I,RHS_D) , Newn):
        expr(New.m.New),
        conteins(X,U), ! tids(NeugNewi),
        trace(%% collected in %F sives %e\n's[X,01dsNeui],2).
    try hard to..solve(EnnsunknoungAns) *-
* solve the equetion usins fowerful metcher */
fles(try merdsoldytrue);
solve(Ean,Unknoun,Ans):
fles(tremerd,-g01d):
*-. fles(trunerdy-gfelse):

```

SUBFTLE：CHANGE，FL E14：47 14－MAY－1980 605\％（363）
／类 CHANGE OF UNKNOUN ROUTTNE USTNG FOWERFUL MATCHER tries to chense eguetion to \(\Rightarrow\) gusdretic 絭／
solvei（LHS＝fHS．Unknoum，Ans）：－
／w move eversthins in equstion to LHS and put in fols form＊／ Fols－form（LHSt－i索RHSEMFr）？
／＊chesp test to see if chense of unknown is spropriste w／
aued test（Expr：Unknoun）：

／＊metch eseinst the senersl cuedretic equetion
The＂－zze＂junk is to ensure thet the nemes in the expr and the rule are stenderdized afert．＊／
meke description（ExprgUnknoun，［I，Eleser），


metch（EDeser，Q．Trensform）．
／＊substitute for egbogx in solution to senerel eusdretic w／




meke description（ Sol2 \％x－zaz \％［］，Sol2मescr ）： eprlsutrensform（Trensform，Solluescry dewilleser）， affletrensform（Trensform：Sol2Descrineu2nescr）， expr（Newinescrinewi）：expr（New2Descrn New2）， trece
＇\napplsins trensform to solution to euedretic equetion sieldins \％evn＇ ［Newil罪ew2］，4），
trynerd．to．molve（Neui\＃New2，Unknowns Ans）：
／＊Test if the expression could be mede into a asdretic uith s chsnse of unkrouns This test consists of seeins if the expression is s sum，with two terms conteinins the unknowns and one of them involvins exponentietions 解
Qued test（Expry Unknown）：－
decome（Expry［tiTerms］）：
select（TivTerms？Rest）：
conteins（Unknowng Ti）：
subterm（A＂ByT1）：
select（T2，Rest，．）：
conteins（Unknowny T2）
！．
```

GUBFTLE: TIMY:PL E9%42 11-MAR-1980 <005%(79)

```

/* AMMLTIONS TO TIMY */
```

* edditionel tidy exioms */

```


** new bes flushins procedure to combine like items to powers Fut in before other frocedures */
- - essertes
 ! f f12(CWo Xi"ClRInNew)
))
\DN
```

SUEFTLE: TSOLAK,FLL E16%40 20-AFF-1700 400E% (138)
/* ISOLATTON AXTOMS THAT FETURN FARTTCULAR SOLUTTONS
When Eolvins for = v*rishle in = rule usins the Fowerful metoherg
Fertioular rether then senerml solutions Ere desimed. */
%- Esserte(<

```

```

)).
*... =s:erte(6

```

```

)):
%-- कs=erte(6

```

```

)).
%- s55ETtse(

```

```

)!%
%-- s5serte(6

```

```

)) *
*-- =s=erts(6
isols%( 1 % cot(u)=| , U=Erccot(y) % Ferticulsrmsolution(U) )

```
```

SUBFILE% SORT:FL E11%5I 20-MAF-1980 <00S% (16S)
/* SQUARE ROOT EUALUATION 秀/
/* Fut the mew mvel herore the old ones */
%-- EsEertse(
ev=1( X"(N" -1)% An=) %-
evel(XgXI)%
\#v%l(NyND)%
inteser(XI)%
inteser(N1)%
!:
CNA=0 - % AnE=X %

```

```

        /* N1 > 0 %/
        remove wowere(XivN1, 2, TFErtgfesidue),
        f(EEidue=1 - % Ans=TFErt %
            IF=rt=1 - Ans=Residuem(N1- -1) *
            Ans=TFErt%Residue"(N1" -1) ))%
    !
    *)):
remove..fowers(X,Fowerg|,igX) *-
intesp(dyFowergA)%
AXg
! *
Temove_Fowers(X,FOwer:InTFErt,Fesidue) -
intev%(J;FoweryA)!
O is X mod As
XI i= X/A
removemFowers(XI;Fowery InTFI%FESidue),
IFErt is TFI*J%
!*

```

```

    I1 is I+1%
    ```

```

    !*
    ```
```

SUBFTLE: COLLAX:FAT E10%35 16-AFF-1760 <005% (175)

```



```

/* collms( W W+W % 2w山 ) * 娄/

```


```

collas( w % wकw% % W-(u+1) ) %
collzs( 4 % 6%W % W"2 )

```

```

colle%( U * cos(U)*2t-1%(sin(u)-2) % cos(2कU) ) *

```





```

collex( U % cos(U)wsin(u)"(-1) % cot(u) )
collms( U % U"2+2kukutu*z (u+4)*2):

```

```

SUBFILE% MECMMF,FAT E17% 21-AFF-1980 <005% (101)
decomF(A+(B+C)yL) \&- I, decomF(A+E+C,L);

```

```

decomF(A+S,[+yE,A]) %- ! :

```


```

decomF(ANB,[.*yE;A]) %-- !*

```





```

decomF(A韭B,[\#\#B,A]) %- !*

```
```

SUBFTLE: TNTERU,FAT E17:48 10-AFR-1900 <005% (33)
/* Klunges! intervel stuff is screwins up -- just buress it */
non_zero(X) -- !:
mcute(X) %- !" feil:
nonmreflex(X) %- !g feil.
non..nes(X) \&- !, fail:

```
\DD
```

SUBFTLE: FOLY,FAT E10:39 18-MAR-1780 <005% (33)
/* diseble existins method for lineer end guedretic esuetions so thet
the frosrem cen tre to leern them */
Foly method(X,Flist, X=Ans).-
!,
fail.

```

\section*{SDV}
```

SUBFTLE% LOG.FL E1O%S 21-MAR-1980 6005% (171)
/宗 LOGARTTHM EUALUATTON *;
%-- zesertact

```

```

    1osevel(EssesX, IFErt.Frectiom),
    CTFert=0 - Ans=Frection *
        Fr=ction=0 - % Ans=TFErt %
        /* retum# कn improper frection */
        Frection=Wenominetor" - - %
        Numeretor is IFert*Memomimetortig
        Ans=Numeretorkmenominstor" -1)g
    !
    )%*
/* losevel will succeed if the loserithm esn be evfresmed Es sn intesmp
Flus 1 over sn inteser 出/
losevel(Ezsegl.0%O) *- !*
losevel(BaseyXgTF\&rtyFrection) %--
0 is X mod Esser
X1 is X/EsEe?
1osevel(Essegxigm1.prection)%
TFErt is II+1%
!
10sevz1(BesenXgO,FOwer" -1) %-
X<Bese%
findFower(X,Es=eg2sFower)%
!*

```
```

findwower(XgEs=egTest,F口uer) *-

```
findwower(XgEs=egTest,F口uer) *-
    intesF(X,Tester゙)%
```

    intesF(X,Tester゙)%
    ```


```

        K゙=Esse -- Fower=Test% ! %
    ```
        K゙=Esse -- Fower=Test% ! %
        !% f#il):
```

        !% f#il):
    ```
```

SUEFTLE: FATHS,FL E1P\50 26-MAR-1980 %005s (106)
/W FATHS 䅨/
/W Foths Ere e wes of describins subperte of things.
A Feth consists of a list of Fart-extrectins functions to be afflied to
some obiect. The functions sre either intesers (ers mumbers), or lists
consistins of e functor flus n-1 ersuments. The lest ersument is sufflied
by sfflumpeths end is e verieble to hold the result */

```

```

apmlsmeth(CHIT],EI,ES) :-
(inteser(H) --> grs(H,EL,E2) *
aFFend(H,[E2],L), C=:,L, Call(C) ),
efflympeth(T,E2,E3),
!

```
\DV
```

** certen:

```
Files for solvins eubicy ete by Cerden's method
Alen Bunde 13.5.81 \%/
\%-. [
- decome:
-Trneeng
Feckens
\% Replace old decomp and recome
\(\%\) Form Aumiliars Eouetions usins Feck and Unemek
\(\%\) Feurite rules for Feckins and unfeckins
\(\%\) test problems
Frobs
7.
```

/rmean
m Ausilimes Eeustions Tor Comuen method
Bumos 1Z, 5, 81 */
G*rom Method */
/* New Folymomizl method clsuse */

```

```

    meve woly(z,F口Twbes, ZFmly)
    ```





```

        #ensimue(Arei)%
    ```


```

    smпnterm(wtayl.won|): % ChenEe this when other thinss work
    ~

```

```

    ##n:\bl#(AM%) *-
    ```




```

    F% Sultshle tsetor exists 靑/
    ```




```

    m"m&er(AusiliswsyF=etorm),
    ```


```

    Tecomw(TmFroveg, [tifest]) 
    test(Nemunk= Tmeroved).
    \ * TMS F%Ckims Summemde */

```



```

    TewTite(F#ctsexsXtrgZ)%
    Tecom% (Neds[tyz|fest|)!
    ```


```

    A% Tre Ur=eckine Summende 索;
    ```

```

    decome(Ghensed,L+(Summendsl):
    senect(x%Gummandsyrest)y
    ```






```

* Test thet new equetions sre of 宗/
Lest(twide], Ean) %--
conteine(F,GEO): !: primen
Lest(afigelg Em% %--
test(Qs, Ean)g !.
/W New eauetions reelly is new w
is-mew(Nemer TyFeg Emi) t- Ig
not (store(Nemer TuFe, Eon2) s metch(Eend,Eone)),
essert(store(Nemeg Typeg Eand)%.

```
```

F% =कलk%>*
Fockims mmd Urmeckine Eewrite fules
Al\#n Bumdy 13,5,81 */
/* Un\#eet mules *

```



```

mFeckes(U* (U+W)% U*U + U*W):

```

```

umF=cks<(2%uy U + U)
mmembe(z%Uy U + U + U);
mm=ekze(4%U, U +U +U + U)

```


\[
e^{2} \cdot x^{x x^{2}}
\]
```

* d"%प\#\#:
MEmmFosition mnd recomeqsition - eswerimentel vereion for cerden
AL\#n Bum@y 1%,5,91 */
/* Decomwosition */

```






```

decome(EtXy[+%X,E]) %- !%

```













```

GecomF(E:F) %-W E=%*F% ! %
recomw(E, [tyE]) %-\cdots !*

```


```

recome(0,[+7) %-- ! %

```



```

recomFiEn|EvE]) % ... !*

```

```

Tecom%(trueg[E|) %-- !*
Tecomp(Ey[扣ET) % -. ! *

```



```

/\mp@code{Frobs.}

```
Test problems for Cerden method
Alen Bunde 13.5 .81 素
testi(TmpgAux) *-
    sencem (cubicnNeme'?

testz(Ans) "-

```

    Sinse
    F*

```
Fsimulteneous eolution with messeses*/
simeolve(Emns,usmAns,T&Fe)
```




```
    trece(`vminel Ansuers mre * Fe`g [Ame], i).
```

F Solve conjunction of eastions for set of unknounc $\%$


Fiok vean EancoxpXEan Rest)?
molve(xEnngsAnes"
distribute(AncyRestyEnci)?
simsolve2tEancinunksoncintures.
forick eabetion to solve fon $k$ m mod reburn the remeincer wf

endtodot(EencrEanL)

(XEant.. [i] --> feitmes(X) true)


epfend (xpest nonxpestlurestl.)
dottoend(Resthareste) !
A Wistribute or over and $\quad /$

distribute(Subl Emp, Aned)
distribute(Sub2nE\%FAnE2):
 subst mess (Subresp, Ans).

क Cell simcolvel recursively end substitute beck *
\% Solve disjunction
 simsolve2(EnnsinUnkenansinsen)?

 simealye (Eansi, Unks.anstymert):










大弯 Froblem：

索

```
A* Frobe:
Frohloms for sumulteneous Emustim, Solvims
```






: ?--test2(A)
Solvins $z-3+h * 2+\Xi=0$ for $z$
AFFlyiris substitutiori

$$
z=p+Q
$$

to :

$$
s+i * z+1 * z-3
$$

gives:

$$
\xi+h *(F+Q)+(F+Q)-3
$$

Tryins $F+Q$ as new auxiliary eauation $g=0$

Tryins $Q$ - 2 as riew auxiliary equation no progen
Tryins f as riew auxiliary equation
Tryins 3 as new auxiliary equation
-1 -
$3=0$
Truins Q 35 rew auxiliary equation
Tryins p 2 as new auxiliary equation prom


Tryins 3* Q * F +h as new auxiliary equation $\downarrow$
(1) 17 Call: match $(a-3, \square+h *(F+Q)+Q-3)$ ?

Ancestor list
(-) 0 test2 (_24)
(-.) 1 solve(z-3+n*z+s=0, z, -24)

(-) 3 poly_solve(z, $[F a i r(3,1), \operatorname{pair}(1, h), \operatorname{Fair}(0,5)], ~-84)$
(-) 4 Foly-methodiz, $[F a i r(3,1)$, Fair $(1, h)$, Fair(0, s) $],-84)$
(-) 5 form-ean(cardani, $[F, R], S+h *(F+Q)+(F+Q)=3=0,-1447,-1448)$
(-) 6 form_eqn(cardani, $[F, Q], G+h *(F+Q)+F \cdots 3+3 * F-2 * Q+3 * p * Q-2+Q-3=0,-1447,-1448)$

(-) 8 form_ean(cardani, $[p, Q], ~ s+p=3+a \cdots 3+(Q+p) *(3 * Q * p+h)=0,-1447,-1448)$








$2+a-3)$
 Q - 3)



i p-core 97280 ( 68096 10-ses +29184 hi-ses)
hese $\quad 62976=60938$ in use +2038 free
slobal $1187=16$ in use +1171 free
local $1024=16$ in use +1008 free

0.12 sec. for 6 locel shifts and 14 trail shifts

55,34 sec, ruritime

1. The Implemented Method

This note reports the implementation of the Specialization Method described in note 69 for preprocessing the general cubic

$$
a x^{3}+b x^{2}+c x+d=0
$$

to the special form

$$
z^{3}+h z+g=0
$$

The method is called as the last poly method clause in a version of file poLy in my area [ 400,405 ,mypres, cubic].
poly method gets 3 arguments: the unknown, $X ;$ a polynomial in bag form, GenBag; and a variable to bind the answer to, Ans. The new clause works as follows:

1. GenBag is checked to see that it is a general polynomial. This test is currently crude in that it succeeds iff each coefficient is an atom. Without the test the method loops.
2. Next a new polynomial in bag form, SpecBag, is made. This is like GenBag except that it has a new unknown, $Y$; the leading coefficient is 1 ; the next coefficient is 0 ; and the remaining coefficients are all new constants created by gensym, NewCoeffs.
3. $Y$ is related to $X$ by the linear substitution, $Y=A * X+B$, where $A$ and $B$ are newly created constants. SpecBag is reified into a regular polynomial, the substitution applied, the resulting polynomial put back into bag form and its coefficients paired off with those of GenBag to form a conjunction of simultaneous equations.
4. These equations are solved for $A, B$ and NewCoeffs to produce the solutions, Solns.
5. SpecBag is reified into a regular polynomial and solved for $Y$ with solution Ansl.
6. $Y=A * X+B \& S o l n s$ are substituted in Ansl to produce Ans2 and Ans2 is solved for X to produce Ans.
All the above steps, except steps 2 and 3: the specialization of GenBag and the equating of coefficients; only require standard PRESS and UTTL procedures. The procedures for steps 2 and 3 are in file EQUATE [400,405,mypres,cubic]. Both are very straightforward.

The specialization of the leading coefficient to 1 seems reasonable as does the specialization of one of the remaining coefficents to 0 . This is currently constrained to be the next to leading term, which seems rather arbitrary. I plan to libacate this constraint and do a little search on which term to eliminate.

I improved the poly_norm procedure so that it poly_forms the coefficients of its bag members. This was an efficient and powerful simplification technique. I-suggest it be adopted in regular PRESS.

The specialization method has been applied to the quadratic, cubic and quartic. The quadratic is reduced to a polynomial with only a squared and constant term, which is then Isolated. Thus the specialization technique effectively solves the quadratic. The cubic is successfully Specialized, so that Collection + the Borning Matcher could then solve it as per note 74. The quartic blows up due to an intermediate expression explosion when the equated coefficient equations are being simultaneously solved. Some of the equations are quadratics. PRESS looks for general solutions (when only particular ones are required) and gets bogged down in the resulting disjunctions. There seems some hope here if the simultanous equation solving could be cleaned up.

## 2. An Alternative Method

At the Mecho meeting of 8.5.81, Leon suggested applying Cardan's method (see note 83) to the problem of Specializing the cubic. This section records that idea.

Suppose, for sake of simplicity, that the leading coefficient has been simplified to 1 , giving the equation

$$
y^{3}+b^{\prime} y^{2}+c^{\prime} y+d^{\prime}=0
$$

Apply the change of unknown substitution

$$
y=z+e
$$

to yield the changed equation

$$
(z+e)^{3}+b^{\prime}(z+e)^{2}+c^{\prime}(z+e)+d^{\prime}=0
$$

Unpack this to

$$
z^{3}+3 z^{2} e+3 z e^{2}+e^{3}+b^{\prime} z^{2}+2 b^{\prime} z e+b^{\prime} e^{2}+c^{\prime} z+c^{\prime} e+d^{\prime}=0
$$

Collect coefficients of powers of $z$ by Facking to get

```
\(z^{3}+\left(3 e+b^{\prime}\right) z^{2}+\left(3 e^{2}+2 b^{\prime} e+c^{\prime}\right) z+e^{3}+b^{\prime} e^{2}+c^{\prime} e+d^{\prime}=0\)
```

and form auxiliary equation
$3 e+b^{\prime}=0$
to get improved equation

$$
z^{3}+\left(3 e^{2}+2 b^{\prime} e+c^{\prime}\right) z+e^{3}+b^{\prime} e^{2}+c^{\prime} e+d^{\prime}=0
$$

The fact that Cardan's method is applicable to this rather different problem gives support to its generality, i.e. tends to suggest that it is not just an ad hoc patch to solve the cubic.

The obvious next question which arises is: can the method of section 1 above be applied to the problem of solving the special cubic? I have looked at this briefly, but without much success. The specialization could be a quadratic, but to make the method work, the substitution has to be something awful. Thus Cardan's method currently seems more general than Specialization.

Note 33
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## CARDAN'S METHOD

This note is a sequel to note 69: it goes into more detail about how one of the methods of solving the general cubic described there, Cardan's Method, might be implemented in PRESS. The first observation to make is that the method in note 69 headed 'Sterling's Method', is actually a simplified version of Cardin's Method, and it is this version we will actually consider here,

1. A Worked Example

As $\exists$ starting point we take the problem to solve

$$
z^{3}+3 h z+g=0
$$

for $z$. The first step, which still remains rather 'magic' is to consider the change of unknown substitution

$$
\begin{equation*}
z=p+q \tag{i}
\end{equation*}
$$

where $p$ and $q$ are new unknowns. Dardan uses $z=\sqrt[3]{p}+\sqrt[3]{q}$ here, but we can make do with (i), and it is simpler and hence less magic, so we will use it in, preference.

A change of unknown, where an atom (z) is replaced by a term which contains 2 new unknowns ( $p$ and $q$ ), is non-standard on both counts. However, the replacement of 2 unknowns for 1 means that we have introduced redundancy, which can be cancelled at any stage by introducing an auxiliary equation connecting $p$ and $q$. And indeed this is what we will do. The only question that remains is: can we find an equation which simplifies the problem from finding a cubic solution to finding a quadratic solution or simpler.

The change of unknown yields the changed equation

$$
\begin{equation*}
(p+q)^{3}+3 h(p+q)+g=0 \tag{ii}
\end{equation*}
$$

which can be rewritten as

$$
\begin{equation*}
p^{3}+q^{3}+3(p q+h)(p+q)+g=0 \tag{iii}
\end{equation*}
$$

: What basis this transformation can be affected $I$ am not sure. Trying to model it is my immediate goal. The binomial expansion of $(p+q)^{3}$ may be understood as fairly straightforward simplification/normal-forming, but the applications of the distributive law, to remove the common factor of $3 p q$ from $3 p^{2} q$ and $3 p q^{2}$ and to remove the common factor of $3(p+q)$ from $3 p q(p+q)$ and $3 h(p+q)$, is less obvious. And how are we to avoid the expansion of $3 h(p+q)$ to hp and 3 hq : or is this step to be made and then undone?

Step (iii) is highly suggestive of what auxiliary equation to introduce between $p$ and $q$ to simplify matters. Either equation

$$
\begin{align*}
& p q+h=0  \tag{iv}\\
& o r \\
& p+q=0 \tag{v}
\end{align*}
$$

would simplify (iii) to

$$
\begin{equation*}
p^{3}+q^{3}+g=0 \tag{vi}
\end{equation*}
$$

We call this the improved equation. However, (v) would make $\mathrm{z}=0$, so that is no good: it has to be (iv). Why is the improved equation, (vi), any better than (iii), apart from being syntactically simpler? It is still a cubic. Cardan's change of unknown substitution is better here, since (vi) would by now be a linear equation in $p$ and $q$. However, early stages of the solution would have been harder, and in particular, (iv) would be full of cube roots.
(vi) and (iv) form a pair of simultaneous equations in $p$ and $q$, which rapidly deteriorate into a quadratic. How long can we wait to discover this news? Should we search ahead for different ways of simplifying (iii) (indeed (ii)) and hope for the best, or is there some cheap test we could apply to (vi) and (iv) to see that they are a disguised quadratic?

Solving (iv) for $q$ yields

$$
q=-h / p
$$

and substituting this in (vi) yields

$$
p^{3}+(-h / p)^{3}+g=0
$$

ich would be recognised by Poly Method as a disguised quadratic in $p^{3}$. The solution to this will give a value for $z$.

## 2. Overview of the Method

This note reflects coffee room discussions with Leon and Bernard, as a result of which I feel that I now have a much better understanding of Cardan's Method. I hope this better understanding is reflected above and that the magic bits have been further isolated form the routine. These magic bits now seem localised enough that they could be tackled by search, and that is the line I propose to take. The basic framework is:

1. The application of the novel change of unknown technique, with different substitutions for $z$ being attempted and backtracked on. Among these substitutions would be $p+q$. The number of new unknowns in the substitution would determine how many auxiliary equations connecting them could be introduced, to improve the changed equation.
2. A non-deterministic simplification with a view to gaining suggestions on introducing the auxiliary equation(s). This is probably the most ambitious part of the program, and will be my first goal (as stated above).
3. The introduction of the auxiliary equation(s) and the solution of the resulting simultaneous set. This is straightforward.

Search is involved at steps 1 and 2: the trying of different substitutions, the trying of different simplifications and the introduction of auxiliary equations. Back up would be forced if step 3 were not easier than the original problem. (Does this require a difficulty measure?) I am anxious to find additional tests to suggest back up.

## 3. Non-Deterministic Simplification

In this section we explore some ideas abcut how the and step above: the non-deterministic. simpification of the changed equation: could be implemented. This step yould be handled by three sub-methods: an auxiliary equation forming method; a summand packer; and a summand unpacker. . We described these in turn.

The job of the auxiliary equation forming submethod, Form-Eqn, is to examine the form of the changed equation and use it tc suggest auxiliary equations "relating $p$ and $q$ (e.g, (iv) and (v) above). A generalization of the technique used in the worked example above $\therefore$ s to look for the following pattern: a sum of a few terms, all but one of which are syntactically simple. The distinguished summand is a product of terins at least one of which is a sum, e.g. pq+h or p+q. If cne of these sums is set equal to zero then the distinguised summand will disappear from the changed equation, so they are the candidate auxiliary equations.

They are subjected to the following test. The three simultaneous equations: the improved equation, the auxiliary equation and the change of unknown substitution, should not imply a value for any of the original constants ( $\mathrm{z}, \mathrm{g}$ and $h$ ), which is incependant of the new unknowns ( $p$ and $q_{2}$ ).

Consider how this works on our running example. The original changed equation is

$$
(p+q)^{3}+3 h(p+q)+g=0
$$

This fits the pattern we are searching for, with $(p+q)^{3}$ as the distinguished summand, being a product of terws of the foril $p+q$. Thus chere is only one candidate auxiliary equation,

$$
p+q=0
$$

- Solving this simultaneousiy with the change of unknown substitution,

$$
z=p+q
$$

ill yield $z=0$ as the solution for $z$. But this does not contain $p$ or $q$, so the -andidate is rejected and the attempt to form an equation fails. It could also be rejected on the grounds that the improved equation is $g=0$ : a value for $g$ which does not contain $p$ or $q$. If $3 h(p+q)$ is tried as a distinguished summand then it will be rejected on similar grounds.

When the first submethod fails, we drop down to the second and third submethods, whose job is to shake up the changed equation to produce some more candidates. In particular, we want to apply variants of the distributive law to pack more summands into one big distinguished summand. This will be done by the second submethod, which we will call Pack. Appying Pack above would yield

$$
(p+q)\left\{(p+q)^{2}+3 h p q\right\}+g=0
$$

with

$$
p+q=0 \text { and }(p+q)^{2}+3 h p q=0
$$

as candidate auxiliary equations. However the improved equation is $g=0$, which is a solution for $g$ independant of the new unknowns, so both candidates are rejected.

Tc find more candidates, wore shaking is required. If no further Packing of the current equation, is possible then progress may be made by Unpacking and re-Packing. Unpack is the third subcethod. It works by applying variants of the distributive law in reverse, so that Pack may work on a different grouping of summands, The binomial expansion is such a variant of the distributive law. It would Unpack (ii) to
$p^{3}+3 p^{2} q+3 p q^{2}+q^{3}+3 h(p+q)+g=0$
Pack could then group the 2nd and 3rd summands to form
$\mathrm{p}^{3}+3 \mathrm{pq}(\mathrm{p}+\mathrm{q})+3 \mathrm{~h}(\mathrm{p}+\mathrm{q})+\mathrm{g}=0$
and again to form
$\mathrm{p}^{3}+3(\mathrm{p}+\mathrm{q})(\mathrm{pq}+\mathrm{h})+\mathrm{q}^{3}+\mathrm{g}=0$
as required.
If the first submethod, Form-Eqn, is applied to this it will pick $3(p+q)(p q+h)$ as the distinguished summand and $(p \div q=0$ and $p q+h=0$ as candidate auxiliary equations. We have already seen that the first of these will be rejected and that the second leads to success.

A list of rearrangements needs to be kept to prevent looping, as also does a list of candidate auxiliary equaticns tried and failed. I am still considering the ordering of these submethods. Is it best to try Form-Eqn first, followed by Pack and Unpack, as Isolate, Collection and Attraction are ordered, or should one Unpack completely; form all rePackings and then Form-Eqn each of these?

## ADAPTING THE BURNING MATCHER TO HANDLE THE CUBIC

This note is a sequel to note 69. In that note we pointed out that for Press to be able to solve the cubic it was sufficient to Borning-match the Collection rule,

$$
\begin{equation*}
\cos ^{3} u-3 / 4 \cos u \Rightarrow 1 / 4 \cos 3 u \tag{i}
\end{equation*}
$$

to the term

$$
\begin{equation*}
z^{3}+3 h z \tag{ii}
\end{equation*}
$$

generating the substitution

$$
z=2 \sqrt{-h} \cos u
$$

's a side effect. In this note we speculate as to how this might be done.
The normal first step of the Corning matcher when matching a rule, egg.

$$
u^{2}+2 u v+v^{2} \Rightarrow(u+v)^{2}
$$

to a term, egg.
$a x^{2}+b x$
is to instantiate one of the variables in the rule, egg. $u$ to the unknown in the term, egg. $x$, in such a way that the ihs of the rule and the term have the same features, egg. $x^{2}+x$ if $u$ is instantiated to $x$, and hence that they will pass the fuzzy match test.

Instantiating $u$ to $z$ is not a sensible procedure in the case of the cubic match above. The instantiated rule,

```
\(\cos ^{3} z-3 / 4 \cos z \Rightarrow 1 / 4 \cos 3 z\)
```

does not have the same features as the term, (ii), it is to be matched to and it will not match that term. The question that arises is: 'Can the Burning snatcher be adapted to recognise that

$$
\cos ^{3} u-3 / 4 \cos u
$$

$z^{3}+3 h z$
can be made to have the same features, namely $z^{3}+z$, provided that $u$ is instantiated not to $z$, but to $\arccos z / v$, i.e. such that
$z=v \cos u \quad ?^{\prime}$
The status of $v$ is the same as in the quadratic example: it is a variable remaining to be instantiated during the course of the match. In fact it will receive the instantiation of $2 \sqrt{-h}$ during the matching of the linear terms.

The simplest instantiation which would give both 1 hs side of rule, (i), and the term, (ii), the same features is $z=\cos u$. One reason for preferring $z=v \cos u$ is that the range of $\cos 11$ is only -1 to 1 and the $v$ factor an bring this up to $-\infty$ to $\infty$.

The matching will proceed as follows.
match $z^{3} / \mathrm{v}^{3}-3 / 4 \mathrm{z} / \mathrm{v} \Rightarrow 1 / 4 \cos 3 \cdot \arccos \mathrm{z} / \mathrm{v}$ to $\mathrm{z}^{3}+3 \mathrm{hz}$
matching cubic terms produces multiplicative factor $\mathrm{v}^{3}$
matching linear term $-3 / 4 \mathrm{v}^{2} \mathrm{z}$ to 3 hz
generates an equation for v whose solution is $v=2 \sqrt{-h}$

The match succeeds and the rewritten term is $2 \sqrt{-h^{3}} \cos 3 \cdot \arccos z / 2 \sqrt{-h}$
as required.

In response to a challenge by Woody Bledsoe to prove the idea of Meta-Level Inference by 'solving hard problems'. I have been looking at the solution to the general cubic. This was a milestone in the history of algebra and equation solving and is a hard problem - I was unable to solve it myself unaided.

Altogether I have found 5 independent solutions to the cubic - 3 in [Burnside and Panto 81]: 1 in [Barnard and Child 36] and 1 communicated to me by Leon Sterling. In this note I describe all 5 solutions together with annotations discussing the difficulties of getting Press to produce these solutions. So far Press has managed to do a crucial bit of the solution in [Barnard and Child 36] and I also describe chis. My goal is to enrich Press with new methods until it is capable of finding all 5 solutions and then to test Press on the general quadratic, quartic and other problems to be found in the references below.

The discussion in [Burnside and Panto 81] is particularly valuable and I commend it to you. They show how each of the 3 me hods of solving the cubic can also be applied to the quadratic ard the quartic. In fact, they start by illustrating the methods on the quadratic and then apply them to the other problems.

All 5 methods contain some element of 'magic's ie. some step in which an unmotivated expression is conjured out of the air. I have some hope that 'meta-level inference' can help her $\epsilon$ because:

- in one case at least, the use of an identity in the [Barnard and Child 36] solution, the magic is reduced by recognising the identity as a Collection rule:
- if the magic bits are seen as evidence of random search then the search space is hopeless at the object level, but not unreasonable at the meta-level.


## Preprocessing - Reducing the Equation

All three solution methods start the same way, by the reduction of the general form

$$
\begin{equation*}
b^{7}=3 b \tag{1}
\end{equation*}
$$

by eliminating the quadratic term and specializing the leading coefficient to 1. to the special form

$$
\begin{equation*}
z^{3}+3 h z+g=0 \tag{2}
\end{equation*}
$$

$$
\begin{aligned}
3 & =a x+b \\
& =a x+b^{2 / 3}
\end{aligned}
$$

This is done by linear substitution, egg. by putting

$$
z=E x+F
$$

substituting this in equation 2 and equating coefficients with equation 1 to find the values of $E$ and $F$ which will do the trick. These turn out to be a and b, respectively. (The neatness of this substitution turns, in part, on the '3' coefficients in 1 and 2 above. If they were omitted then the method would work but more messily.)

This method of 'linear substitution' and 'equating coefficients' turns up again and again in these methods. It should certainly be part of Press. It seems particularly easy to implement.

The magic part of the above is deciding to aim for the form 2 . It is not too bad if we assume that preprocessing any polynomial by specializing its leading coefficient and eliminating one or more of its terms is elways a good first move. Leading coefficients can always be specialized to 1 , but only some terms can be eliminated. In the case of the cubic, the elimination of the cubic or constant term are impossible. since that would reduce the cubic to the quadratic. However, either the quadratic or the linear term can be eliminated. It would be interesting to explore the application of the methods below to the second of these special forms.

## Method 1 - Guessing the Format

We now explore methods of solving equation 2. The first of these can be found in both [Burnside and Panton 81] and [Barnard and Child 36] and is due to Cardan (see [Cardan 68]). The key step is to guess the form of the answer. This is the 'magic' par'. This guess is then used to form a new cubic similar to 2 then the two equations have their coefficients equated in order to put more flesh on the original guess.

Cardan's guess is that the final answer has the form

$$
\begin{equation*}
z=\sqrt[3]{p}+\sqrt[3]{Q} \tag{3}
\end{equation*}
$$

I don't know what was going on in Cardan ${ }^{5}$ mind ${ }^{1}$ when he came up with this particular form. Presumably the $\sqrt[3]{s}$ are suggested by the cubes and the analogy with the quadratic case where the format is

$$
z=P+\sqrt{Q}
$$

By cubing 3 we get the cubic

$$
\mathrm{z}^{3}=\sqrt[3]{\mathrm{P}^{3}}+3 \sqrt[3]{\mathrm{P}} \sqrt[2]{\mathrm{Q}}+3 \sqrt[3]{\mathrm{P}} \sqrt{\mathrm{Q}^{2}}+\sqrt[3]{\mathrm{Q}^{3}}
$$

which can be manipulated by simplification and resubstitution of 3 into the form

```
z3}-3\sqrt{3}{P}\sqrt{3}{Qz}-(P+Q)=
```

This is now closely analcgous to 2. Why this particular simplification and resubstitution is done is one of the magic parts of this method. Note that there are an infinjte number of ways of forming cubics analogous to 2 , but this one yields nice values for $P$ and $Q$ after the equating of coefficients, that is equating linear and constant terms procuces the equations

$$
\sqrt[3]{P} \cdot \sqrt[3]{Q}=-h \text { and }
$$

$$
P+Q=-g
$$

These define a quadratic in $P$ (or $Q$ ) which car be sulved in terms of $g$ and $h$, namely

[^2]$p^{2}+g P-h^{3}=0^{2}$
and substituting these values back in 3 gives the answer to 2.
Despite the two magic bits, this solution looks one of the inost promising for mechanisation because it is so short.

Method 2 -Sterling's Method
This is really Vardar.
The next method I will consider is the one communicated to me by Leon Sterling, because it bears some similarity to the method outlined above. It starts by guessing the format of the answer, but in this case a slightly less specific format, namely

$$
z=P+Q
$$

Instead of using this to form another cubic. it is substituted directly into 2 . yielding

$$
\begin{equation*}
P^{3}+Q^{3}+3 P Q(P+Q)+3 h(P+Q)+g=0 \tag{5}
\end{equation*}
$$

The second piece of magic in this method involves spotting that a further specilization of $P$ and $Q$, by letting
$P Q=-h$
will simplify 5 considerably to

$$
P^{3}+Q^{3}+g=0
$$

In fact this is a disguised quadratic in $P^{3}$, namely

$$
\left(P^{3}\right)^{2}+g P^{3}-h^{3}=0
$$

basically the same quadratic as 4 in the first method. Solving this yields values for $P$ and $Q$ which can be substituted back in the original substitution for $z$.

I do not have any feel for how general this method is and thus how hard it would be tu implement. A general digression :- It is always possible to write code which will lead Press through a particular solution. This is only worth doing if the code implements a general method, ie. if the same code will solve several problems. If you have several such solutions in mind you can seperate the common element from them. Getting Press to produce the correct uncommon elements in each case then becomes the challenge. In this case it is not at all clear what the common and uncommon parts are.

## Method 3-Factorization

The third method we will consider can be found in both [Burnside and Parton 81] and [Barnard and Child 36]. It involves trying so factorize the equation and splitting into two simpler equations; one for each factor. A first step to update Press to deal with this method would be to implement a Factorization method in which the equation were put in the form $s=0$ and rewrite rules of the form

[^3]$$
\text { lns } \Rightarrow r 1 . r 2
$$
swe then applied to s.
Such a rewrite rule with a fuzzy match to 2 is
$$
u^{3}-v^{3} \Rightarrow(u-v) \cdot\left(u^{2}+u v+v^{2}\right)
$$

This method consists of the attempt to apply this rule. The hard bit is to rewrite 2 into the difference of two cubes so the rule will really match. The method works by guessing (magic) a more complex format than the difference of two cubes, then multiplying out and equating coefficients to flesh out the format completely. The solution in [Earnard and Child 36] puts less structure on the magic expression, so we will follow that.

We assume that we can find $A, B, K$ and $L$ such that $z^{3}+3 h z+g$ can be put in the form

$$
\begin{equation*}
A(z-K)^{3}-B(z-L)^{3} \tag{6}
\end{equation*}
$$

fifitiplying out, equating coefficients with 2 , and solving the resulting four simultaneous equations for $A, B, K$ and $L$ in terms of $h$ and $g$ will yield the appropriate transformation of 2. (Incidently, the solution of the simultaneous equations generates the quadratic 4 as a byproduct.)

Where does the magic expression 5 come from? The situation is not as hopeless as it looks. The expressions to be matched against $u$ and $v$ must be at worst linear or the two resulting equations will not be simpler than the original: $A(z-K)^{3}$ is a trivial transformation of the cube of a general linear expression. A further check is that the equating of coefficients can be expected to yield four simultaneous equations, so the magic expression should introduce at most four variables to be solved for.

Method 4 - Symmetric Functions of the Roots
If $l$, in and $n$ are the roots of 2 then they are connected to the coefficients 3h and $g$ by the symmetric root equations:

```
l+m+n}=
lm+mn+nl=3h
lmn = -g
```

Trying to solve these equations for $1, m$ and $n$ will do no good: it will yield the original equation 2 with $1, m$ and $n$ substituted for $z$. Method 4 consists of manipulating the above equations into 3 linear simultaneous eguations in 1 . m and $n$ and then solving these (which does work!).

We already have one linear equation, namely

$$
1+m+n=0
$$

The trick is to find another 2. The first piece of magic here is to pick the linear equations

$$
\begin{aligned}
& 1+w m+w^{2} n=P \\
& 1+w^{2} m+w n=Q
\end{aligned}
$$

Where $w$ is a cube root of unity and $P$ and $Q$ are expressions in $h$ and $g$ to be determined. Where this paricular choice comes from I have no idea, except that the combination of the 3 equations is particularly easy to solve

Solving for $P$ and $Q$ is another piece of magic, which can be handwaved if we start from the assumption that we are going to end up solving a quadratic in $P$. In this case, if $P$ and $Q$ are the roots of the quadratic then $-(P+Q)$ and $P Q$ will be the linear and constant coefficients respectively. In fact, $P Q$ is independant of $W$, but $P r Q$ is not. However. $P^{3}+Q^{3}$ is independant, so we can get a quadratic in $P^{3}$. The actual equations are

$$
P^{3}+Q^{3}=-27 g / 1^{3}
$$

$P Q=-9 h / 1^{2}$
Hence, $P^{3}$ and $Q^{3}$ are the roots of the quadratic

$$
t^{2}+(3 / 1)^{3} g t-\left(9 h / 1^{2}\right)^{3}=0
$$

which is essentially 4 . These values can be substituted back in the linear simultaneous equations above and these in turn solved for $1, m$ and $n$.

This seems the most mysterious of the 5 methods, and I hold no hope of ever automating it.
Method - Collection
We finish with the method in [Barnard and Child 36], which I have not found elsewhere. This is our big success story, On careful examination I discovered that it was essentially an application of Collection requiring some heavy pattern matching. So I tried Alan Borning's pattern matcher on it and succeeded modulo a magic substitution. What follows is the Press version of events.

Since 2 contains two occurrences of $z$ we will try to collect them into one. A suitable Collection rewrite rule is

$$
\cos ^{3} u-3 / 4 \cdot \cos u \quad \Rightarrow \quad \cos 3 u
$$

Apart from the coses, this has a strong resemblance to 2. The cos signs would almost certainly make it fail the fuzzy match and neither will it Burning match to 2 as it stands. What is needed is the magic substitution

$$
v=w \cdot \cos u
$$

into the rule. 3 This produces the new rule

$$
v^{3} / w^{3}-3 v / 4 w \Rightarrow \cos 3 \cdot \arccos v / w
$$

This rule both fuzzy matches and Borning matches 2 and armed with it Presse) selects it as the first thing to try; Collects successfully and goes on to Isolate the resulting equation. Traces on request.
[Barnard and Child 36] say that this only produces solutions for the cases when all three roots of the cubic are real. This is true provided you stick to defining cos only on the reals, but if you extend this definition in the obvious way to the complex numbers then the method yields solutions for all types of roots.

[^4]As for eliminating the magic substitution $I$ am open to suggestions. One obvious route would be to try to extend the Borning matcher so that it can use the rule in its original trigonometric form. This might happer on a second pass after the original rule had floped the fuzzy match (mumble test) on the first pass.

## Conclusion

The next step seems to be to implement equating coefificients and the preprocessing reduction. Following this $I$ will worry about the magic part of the Collection method and implement one of the other methods, e.g.the Factorization one. After such a good start I am optimisitic about final victory.
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I got your net message, and also your letter along with a copy of Note 74; and have mailed a draft of the IJCAI paper off to you on the 13 th .

I've been thinking about how to get PRESS to discover the magic substitution needed to solve the cubic using the trig collection rule. One idea is to allow a change of unknown during fuzzy matching. This will result in a guess s as to the form of the substitution, the details to be filled in during the full match. This idea is still half baked, but seems worth looking into.

The computation might proceed as follows. Let PRESS first try to solve the equation using the regular matcher, and then using fuzzy matching and the powerful matcher. If these fail, then try fuzzy matching the expression in question against each collection rule, allowing a change of unknown in either the expression or the pattern (at the fuzzy match level!). Suppose that the cubic has already been reduced to $z^{\wedge} 3+3 h z+g=0$. The features term of the LHS is $z^{\wedge} 3+z$. Let $\operatorname{PRESS}$ try a fuzzy match against the trig rule $\cos ^{\wedge} 3 u-3 / 4 \cos u \rightarrow 1 / 4 \cos 3 u$, whose features term is $\cos ^{\wedge} 3 u+\cos u$, with a change of unknown allowed. Find each proper subexpression of the trig expression such that the subexpression has a single occurence of $u$ and such that there is more than one occurence of the subexpression in the pattern. Try substituting the subexpression for the unknown in the original expression, and see if the features match. One such. subexpression of the pattern is cos $u$. If we substitute $z=\cos u$ into the cubic expression, then it fuzzy matches the pattern part of the rule.

The next step is to find the actual substitution. The features extraction algorithm drops "mumble" factors and terms from products and sums.
Therefore, let us allow for these by postulating the substitution $z=c^{*} \cos \left(a^{*} u+b\right)+d$.
(The program should be able to leave out some of these pattern variables see below.) Substitute this into the original equation, resulting in $(c * \cos (a * u+b)+d)^{\wedge} 3+3 * h *(c * \cos (a * u+b)+d)$.
After normalization this is
$c^{\wedge} 3 * \cos ^{\wedge} 3(a * u+b)+3 * c^{\wedge} 2 * \cos ^{\wedge} 2(a * u+b) * d+\left(3 * c * d^{\wedge} 2+3 * h * c\right) * \cos (a * u+b)$
$+3 * h * d+d^{\wedge} 3$.
Using the powerful matcher to match this against the LHS of the collection rule, first match the two terms involving $\cos ^{\wedge} 3$. Divide both sides of the rule by $c^{\wedge} 3$, and substitute $a=1$ and $b=0$. Since there is no $\cos ^{\wedge} 2$ term in the rule, set $d=0$ to handle the second term. By this time the third term is $\left(3 * h * c / c^{\wedge} 3\right) * \cos (u)$. Match this and $-3 / 4 \cos u$ by solving algebraically
for $\bar{c}$, resulting in $c=2 *$ sqrt ( -h ). This completes the match.
It would be better not to introduce superfluous pattern variables in the change of unknown. Of the four new variables in $z=c * \cos (a * u+b)+d$, the program might reason that " $a$ " and " b " are unnecessary, since the cos terms in the pattern are both of the form cos $u$. Or, the features extraction algorithm could be changed so that it didn't drop "mumble" terms and factors inside of other functions, since these will in general not be easy to dispose of. If this is done, then the program wouldn't introduce the additional variables $a$ and $b$.

In the above solution, the change of unknown is applied to the expression rather than to the pattern. This could be done the other way as well, but more simplification would be needed, in that the $\arccos (\cos (u))$ terms would need to be simplified before the match would work. Also, more care would be needed in avoiding the introduction of superfluous pattern variables (otherwise the simplification doesn't go

* through.)

The most dubious part of the solution is the random search for possible substitutions ... a mitigating factor is that the search takes place at the fuzzy level, where the expressions are simpler and hence the combinatorics are not as bad.

An alternative way of approaching this might be to expand the definition of "features", allowing an expression to have several possible features terms. The program could check for possible changes of unknown in computing different features terms. In the case at hand, the LHS of the collection rule might have as its features $\cos ^{\wedge} 3 u+\cos u$, and also $z^{\wedge} 3+z$ where $z=\cos u$.

Something I neglected to mention in the cover letter with the IJCAI paper draft ... there is an inconsistency in regard to pattern variables. In the normal PRESS matcher, these are PROLOG variables; but in the powerful matcher, they are instantiated to generated symbols (e.g. gl) so that the matcher can solve algebraically for the value of a pattern variable.-- I thought it better not to burden the reader with a description of this hack, and therefore talked about even the regular PRESS matcher in terms of substitution, ignoring the use of PROLOG variables and unification. The alternatives are to describe the system as it is (which is harder to understand), or to always use PROLOG variables for pattern variables (in which case it's hard to see how to solve for them algebraically). I am not completely satisfied with any of these alternatives -- what do you think?

Best regards, Alan
@
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## 1. Introduction

This paper describes a powerful matcher for use in algebraic equation : solving.

The matcher is an extension to the PRESS algebra system, a computer program for solving equations and inequalities and for simplifying expressions [Bundy and Welham 79], [Bundy and Welham ng]. PRESS, as well as the matcher described here, are written in PROLOG [Pereira et al 78]. PRESS uses multiple sets of rewrite rules, selectively applied. Some of the important rewrite rule sets are:
isolation PRESS tries applying isolation rules when there is a single occurence of the unknown in the equation. Isolation rules are applied to strip away surrounding functions and operators from the unknown, finally resulting in an equation with the unknown on one side by itself, and some expression (free of the unknown) on the other. A typical isolation rule is $\arcsin (X)=E \quad \rightarrow \quad X=\sin (E)$.
collection Collection rules serve to reduce the number of occurences of the unknown, so that isolation can be applied. A typical collection rule is * $\mathrm{U} * \mathrm{~W}+\mathrm{V} * \mathrm{~W} \quad \rightarrow \quad(\mathrm{U}+\mathrm{V}) * \mathrm{~W}$ which collects relative to $W$.
attraction Attraction rules move occurences of the unknown closer together in the expression tree, so that perhaps a collection rule can be applied. A sample rule is $\log (B, U)+\log (B, V) \quad \rightarrow \quad \log (B, U * V)$.

To apply a rewrite rule to an expression, PRESS uses a matcher that extends PROLOG unification by building in the commutativity and associativity of addition and multiplication. For example, to apply the collection rule
$\mathrm{U} * \mathrm{~W}+\mathrm{V} * \mathrm{~W} \quad \rightarrow \quad(\mathrm{U}+\mathrm{V}) * \mathrm{~W}$
to the expression x*y +z * $(3 * x)$
in order to collect the two occurences of $x$, the PRESS matcher would unify $W$ with $x$, $U$ with $y$, and $V$ with $3 * z$. The result of applying the rule would be
$(y+3 * z) * x$.
The matcher used the commutativity and associativity of multiplication in accomplishing the match. (Note: following the standard PROLOG convention, names beginning with a capital letter represent variables, while those starting with a lower case letter represent atoms.)

An application of collection is the crucial step in the solution of some equations. Reflecting this, human mathematicians will try quite hard to find and apply a collection rule to an expression. For example, the standard solution of the general quadratic equation
$a^{*} x^{\wedge} 2+b^{*} x+c=0$
uses the collection rule
$\mathrm{U}^{\wedge} 2+2 * \mathrm{U} * \mathrm{~V}+\mathrm{V}^{\wedge} 2 \rightarrow(\mathrm{U}+\mathrm{V})^{\wedge} 2$.
All the other steps of the solution are either preparations for applying the rule, or subsequent isolation steps. (However, a different terminology is usually used -- rather than talking about rewrite rules, mathematicians usually talk about identities. Also, the process of applying the above collection rule is often presented in "compiled form" as the operation of completing the square.) Similarly, the standard solution of the trigonomtric equation $a^{*} \sin (x)+b^{*} \cos (x)=c$
depends critically on the use of the rule $\cos (U) * \sin (V)+\sin (U) * \cos (V) \quad->\sin (U+V)$.
(Descriptions of the solutions of these equations may be found in [Tranter 70].)

However, the application of these rules -- matching the left hand side of a rule with an expression -- cannot be accomplished simply by using pattern matching and information about associativity and commutativity. What additional techniques are required? As part of an investigation of this question, an experimental matcher has been embedded in PRESS that can, among other things, solve both of the above equations.

## 2. Two Examples

Before plunging into the details of the matcher, its operation will be illustrated by two examples. Annotations to the progran trace added by the author are preceeded by five asterisks.

### 2.1. Deriving the Solution for the General Quadratic Equation

| ? - try_hard_to_solve( $a * x^{\wedge} 2+b^{*} x+c=0, x$, Ans ).
***** The user asks the program to solve the general quadratic ***** equation. The "try_hard_to_solve" command informs the program ***** that it can use the powerful matcher in the solution process.

Solving $a * x^{\wedge} 2+b * x+c=0$ for $x$
trying to use powerful matcher to collect $x$ in $a{ }^{*} x^{\wedge} 2+b^{*} x+c$
***** PRESS notices that there are two occurences of the unknown in ***** the equation. It tries to collect the two occurences of $x$.
features of expression are $x^{\wedge} 2+x$
looking for a collection rule with matching features
***** The program looks for an applicable collection rule. It first ***** does a cheap "fuzzy match" between the expression and the ***** pattern part of a potentially applicable collection rule. To do ***** this, it extracts some features from the expression, and ***** searches for a rule with matching features.
trying to apply rule $x^{\wedge} 2+2 * x * g 1+g 1^{\wedge} 2 \rightarrow(x+g 1)^{\wedge} 2$
to $a * x^{\wedge} 2+b^{*} x+c$
***** One of the collection rules is
***** $\quad \mathrm{U}^{\wedge} 2+2 * \mathrm{U} * \mathrm{~V}+\mathrm{V}^{\wedge} 2 \quad \rightarrow \quad(\mathrm{U}+\mathrm{V})^{\wedge} 2$
***** which collects relative to $U$. When $U$ is unified with the unknown $\star * * * * x$, and $V$ with the generated symbol $g 1$, the features of the rule ***** are also
***** $\quad x^{\wedge} 2+x$.
***** The program selects this rule and tries to apply it to the left ***** hand side of the equation. Note: the symbol gl was generated by $* * * * *$ the program. V can't be left as a PROLOG variable, since the ***** matcher may have to solve algebraically for gl, and the equation $\dot{* * * *}$ solver wouldn't work with a non-ground expression. This is a ***** hack ...
trying to match plus bags for expression $a^{*} x^{\wedge} 2+b^{*} x+c$
and pattern $x^{\wedge} 2+2 * x^{*} g 1+g 1^{\wedge} 2$
picking terms from expression \& pattern bags and trying to match them
***** The powerful matcher is invoked to match the pattern part of the ***** rule with the quadratic expression. Since the principal ***** operator of both the expression and pattern is + , the matcher $\therefore * * * *$ converts to a bag representation. There are a number of ways in ***** which two bags can be matched. The matcher tries one of these ***** methods: picking a term from each bag and matching those two
***** terms. To pick the pair of terms to try matching, the matcher ***** first uses a simple complexity metric to choose the most complex
***** term from the expression. It finds the features of this term, ***** and then chooses a term with matching features from the rule.
trying to match times bags for expression $a * x^{\wedge} 2$
and pattern $x^{\wedge} 2$
***** The matcher has now been called recursively on the first terms $\omega_{*} \boldsymbol{* N *}^{*}$ in each sum. Since the principal operator of $\mathrm{a}^{*} \mathrm{x}^{\wedge} 2$ is times, ***** the matcher converts both terms to a bag representation. (The $x^{*} \dot{*} * * \mathrm{x}^{\wedge} 2$ term is converted to a times bag with one element.)
picking terms from expression \& pattern bags and trying to match them
trivially matching $x^{\wedge} 2$ and $x^{\wedge} 2$ ．
trying to match times bags for expression a
and pattern＜empty bag＞
dealing with term a
by applying a function to each side of the rule
match succeeded on expression $a^{*} x^{\wedge} 2$ and pattern $x^{\wedge} 2$
returning transform：
＊a
＊＊＊＊＊The matcher picks the $x^{\wedge} 2$ terms from each bag，and matches them
＊＊＊＊＊trivially．After that，however，it must match the expression
＊＊＊＊＊bag，which still has the＂a＂left in it，with the now empty
＊＊＊＊＊pattern bag．The previously used strategy of picking a term
＊＊＊＊＊from each product is no longer applicable．Instead，the matcher
＊＊＊＊＊decides that the＂a＂should be dealt with by multiplying both
＊＊＊＊＊sides of the rule by＂a＂．This result is returned as a
＊＊＊＊＊transform．
applying transform to remaining terms in pattern bag
yielding $2 * x * g 1 * a+g 1 \wedge 2 * a$
＊＊＊＊＊The two remaining terms in the pattern bag are multiplied by ＊＊＊＊＊＂a＂．The matcher is now called recursively on the remaining ＊＊＊＊＊parts of the expression and rule．
trying to match plus bags for expression $\mathrm{b}^{*} \mathrm{x}+\mathrm{c}$
and pattern $2 * x * g 1 * a+g 1 \sim 2 * a$
picking terms from expression \＆pattern bags and trying to match them
trying to match times bags for expression $b^{*} \mathrm{x}$ ．
and pattern $2 * x^{*} g 1 * a$
$* * * \% \%$ The matcher now tries matching the two terms containing $x$ ．
picking terms from expression \＆pattern bags and trying to match them trivially matching $x$ and $x$
trying to match times bags for expression $b$
and pattern $2 * g 1 * a$
＊＊＊＊＊The two $x^{\prime}$ s have been trivially matched．The matcher will now ＊＊＊＊＊make several unsuccessful attempts to match b with a term from ＊＊＊＊＊the pattern，before trying the method of solving algebraically ＊＊t＊＊for the value of gl．（See section 4.1 for a discussion of this स＊＊＊＊search．）The strategy previously employed of multiplying both ＊＊＊＊＊sides of the rule by some expression can no longer be used， ＊夫夫末＊since doing so would invalidate the previously established match $x^{*} * * *$ of the $x^{\wedge} 2$ terms．

picking terms from expression \＆pattern bags and trying to match them trying to match expression $b$ and pattern 2
match failed on $b$ and 2
picking terms from expression \＆pattern bags and trying to match them

```
matching b and gl by using substitution
returning transform:
    g1 -> b
applying transform to remaining terms in pattern bag
    yielding 2*a
trying to match times bags for expression <empty bag>.
    and pattern 2*a
bag match failed on <empty bag> and 2*a
picking terms from expression & pattern bags and trying to match them
trying to match expression b and pattern a
match failed on b and a
trying to solve for a variable
calling equation solver to solve for g1 in b=2*g1*a
Solving b=2*g1*a for g1
    2*gl=b*a^-1
    (by Isolation)
g1=b*a^-1*2^-1
    (by Isolation)
```

Answer is :
X1
where :
$\mathrm{Xl}=\mathrm{gl}=\mathrm{b} * \mathrm{a}^{\wedge}-1 * 2^{\wedge}-1$
using solution $\mathrm{gl}=\mathrm{b} * \mathrm{a}^{\wedge}-1 * 2^{\wedge}-1$
match succeeded on expression $b * x$ and pattern $2 * x * g 1 * a$ returning transform:
$\mathrm{g} 1 \rightarrow \mathrm{~b} * \mathrm{a}^{\wedge}-1 * 2^{\wedge}-1$
***** The matcher has used the other principal, matching strategy, ***** algebraically solving for the value of a pattern variable. The ***** transform indicates a substitution for gl. Now the first two ***** terms in the bags have been matched.
applying transform to remaining terms in pattern bag yielding ( $b * a^{\wedge}-1 * 2 \wedge-1$ ) $2 * a$
trying to match plus bags for expression $c$ and pattern ( $b * a \wedge-1 * 2^{\wedge}-1$ ) ${ }^{\wedge}{ }^{*} a$
dealing with term c
䨖 by applying a function to each sigde of the rule
trying to match plus bags for expression <empty bag>
and pattern ( $\left.\mathrm{b}^{*} \mathrm{a}^{\wedge}-1 * 2^{\wedge}-1\right)^{\wedge} 2 * a$
dealing with term ( $\left.b^{*} a^{\wedge}-1 * 2^{\wedge}-1\right)^{\wedge} 2 * a$ by applying a function to each side of the rule
***** The last two terms don't match each other. However, the matcher ***** can complete the match by adding the $c$ term in the expression to ***** each side of the rule, and subtracting the ( $b^{*} a^{\wedge}-1 * 2^{\wedge}-1$ ) ${ }^{\wedge} 2^{*} a$ ***** term.
match succeeded on expression $a^{*} x^{\wedge} 2+b^{*} x+c$ and pattern $x^{\wedge} 2+2 *^{*} x^{*} g 1+g I^{\wedge} 2$ returning transform:

```
* a
+c
+ -1*(b*a^-1*2^-1)^2*a
g1 -> b*a^-1*2^-1
```

***** The match is now complete. The pattern will match the ***** expression if the transform listed is applied to it (multiply ***** each side of the rule by $a$, add $c$ to each side, add the term ***** $-1 *\left(b^{*} a^{\wedge}-1 * 2^{\wedge}-1\right)^{\wedge} 2 * a$ to each side, and substitute $b^{*} a^{\wedge}-1 * 2^{\wedge}-1$ ***** for gl). The rule remains a valid collection rule after the **i** transform has been applied to each side of it. So the transform ***** is applied to the replacement part of the rule, and the result ***** is substituted for the expression
***** $\quad a * x^{\wedge} 2+b * x+c$.
***** After this substitution, there will be only one occurence of "x" ***** in the equation, which may therefore be solved by isolation.
$x$ collected in $a * x^{\wedge} 2+b^{*} x+c$ gives $(x+b * a \wedge-1 * 2 \wedge-1)^{\wedge} 2 * a+c+1 *\left(b * a^{\wedge}-1 * 2^{\wedge}-1\right)^{\wedge} 2 * a$

```
(x+b*a^-1*2^-1)^2*a+c+-1*(b*a^-1*2^-1)^2*a=0
```

$\left(x+b^{*} a^{\wedge}-1 * 2^{\wedge}-1\right)^{\wedge} 2 * a+c=0+1 *\left(-1 *\left(b^{*} a^{\wedge}-1 * 2^{\wedge}-1\right)^{\wedge} 2^{*} a\right)$
(by Isolation)

$$
\left(x+b * a^{\wedge}-1 * 2^{\wedge}-1\right)^{\wedge} 2 * a=0+1 *\left(-1 *\left(b * a^{\wedge}-1 * 2^{\wedge}-1\right)^{\wedge} 2 * a\right)+-1 * c
$$

(by Isolation)

$$
\left(x+b * a^{\wedge}-1 * 2^{\wedge}-1\right)^{\wedge} 2=\left(0+1 *\left(-1 *\left(b * a^{\wedge}-1 * 2^{\wedge}-1\right)^{\wedge} 2 * a\right)+-1 * c\right) * a^{\wedge}-1
$$

(by Isolation)

```
x+b* a^-1*2^-1=((0+1*(-1*(b* a^-1*2^-1)^2*a)+-1*c)*a^-1)^2^-1非
x+b*a^-1*2^-1=-1*((0+1*(-1*(b*a^-1*2^-1)^2*a)+-1*c)*a^-1)^2^-1
(by Isolation)
```

$$
x=\left(\left(0+1 *\left(-1 *\left(b^{*} a^{\wedge}-1 * 2^{\wedge}-1\right)^{\wedge} 2 * a\right)+-1 * c\right)^{*} a^{\wedge}-1\right)^{\wedge} 2^{\wedge}-1+1 *\left(b^{*} a^{\wedge}-1 * 2^{\wedge}-1\right)
$$

(by Isolation)

$$
\begin{aligned}
x=-1 * & \left(\left(0+-1 *\left(-1 *\left(b^{*} * a^{\wedge}-1 * 2 \wedge-1\right)^{\wedge} 2 * a\right)+-1 * c\right) * a^{\wedge}-1\right)^{\wedge} 2^{\wedge}-1 \\
& +1 *\left(b^{*} a^{\wedge}-1 * 2^{\wedge}-1\right) \\
& (\text { by Isolation })
\end{aligned}
$$

Answer is :
( X1 \# X2 )
where :
$\mathrm{X} 1=\mathrm{x}=2^{\wedge}-1 *-1 * a^{\wedge}-1 * b+\left(a^{\wedge}-2 * b^{\wedge} 2 * 2^{\wedge}-2+1 * c^{*} a^{\wedge}-1\right)^{\wedge} 2^{\wedge}-1$
$\mathrm{X} 2=\mathrm{x}=2^{\wedge}-1 *-1 * a^{\wedge}-1 * b+-1 *\left(a^{\wedge}-2 * b^{\wedge} 2 * 2^{\wedge}-2+-1 * c^{*} a^{\wedge}-1\right)^{\wedge} 2^{\wedge}-1$
[END OF TRACE]

The program has now solved the equation. The two roots, written in two-dimensional notation, are:

or


If the fractions in the root are put over a common demoninator, the answers simplify to the usual expressions. (The current program doesn't simplify fractions in this way, because nobody has gotten around to writing the necessary package.)

### 2.2. Solving a Trigonometric Equation

Another example will now be presented. Since there are many similarities to the previous one, there are only a few annotations, pointing out. some interesting features of the solution.

```
| ?- try_hard_to_solve( a*}\operatorname{sin}(x)+\mp@subsup{b}{}{*}\operatorname{cos}(x)=c,x,Ans )
```

Solving $a^{*} \sin (x)+b^{*} \cos (x)=c$ for $x$
Trying to collect $x$ in
$a * \sin (x)+b^{*} \cos (x)$
trying to use powerful matcher to collect $x$ in $a * \sin (x)+b * \cos (x)$
features of expression are $\sin (x)+\cos (x)$
looking for a collection rule with matching features
trying to apply. rule $\sin (x) * \cos (g 1)+\cos (x) * \sin (g 1) \rightarrow \sin (x+g 1)$
to $a * \sin (x)+b * \cos (x)$
trying to match plus bags for expression $a^{*} \sin (x)+b^{*} \cos (x)$
and pattern $\sin (x) * \cos (g 1)+\cos (x) * \sin (g l)$
picking terms from expression \& pattern bags and trying to match them trying to match times bags for expression $a^{*} \sin (x)$
and pattern $\sin (x) * \cos (g 1)$
picking terms from expression \& pattern bags and trying to match them trivially matching $\sin (x)$ and $\sin (x)$
trying to match times bags for expression a and pattern $\cos (g 1)$
dealing with terma by applying a function to each side of the rule
trying to match times bags for expression <empty bag> and pattern $\cos (g 1)$
dealing with term cos(g1)
by applying a function to each side of the rule
match succeeded on expression $a * \sin (x)$ and pattern $\sin (x) * \cos (g 1)$
returning transform:

* a
$* \cos (\mathrm{~g} 1)^{\wedge}-1$
***** The first term from the expression has been matched with the $\star * * * *$ first term from the pattern in much the same fashion as in the $\hbar * * * *$ quadratic example.
applying transform to remaining terms in pattern bag yielding $\cos (x) * \sin (g 1) * a * \cos (g 1)^{\wedge}-1$
trying to match plus bags for expression $b * \cos (x)$ and pattern $\cos (x) * \sin (g 1) * a * \cos (g 1)^{\wedge}-1$
picking terms from expression \& pattern bags and trying to match them trying to match times bags for expression $b^{*} \cos (x)$ and pattern $\cos (x) * \sin (g 1) * a * \cos (g 1)^{\wedge}-1$
picking terms from expression \& pattern bags and trying to match them trivially matching $\cos (x)$ and $\cos (x)$
trying to match times bags for expression $b$ and pattern $\sin (g 1) * a^{*} \cos (g 1)^{\wedge}-1$
***** The co"s(x) factors have been matched trivially. There will now $\star * * * *$ be several unsuccessful attempts to match $b$ with a factor from $* * * * *$ the patteri, before solving $b=\sin (g l) * a * \cos (g I)^{\wedge}-1$ for $g l$.

```
picking terms from expression & pattern bags and trying to match them
trying to match expression b and pattern sin(gl)
match failed on b and sin(gl)
trying to solve for a variable
calling equation solver to solve for gl. in b=sin(g1)
Solving b=sin(gl) for gl
    gl=arcsin(b)
    (by Isolation)
Answer is :
X1
    where :
        XI = gl=arcsin(b)
using solution gl=arcsin(b)
solving for a variable succeeded in matching expression b
    and pattern sin(g1)
returning transform:
    g1 - arcsin(b)
applying transform to remaining terms in pattern bag
    yielding a*cos(arcsin(b))^-1
trying to match times bags for expression <empty bag>
    and pattern a*cos(arcsin(b))^-1
bag match failed on <empty bag> and a*cos(arcsin(b))^-1
picking terms from expression & pattern bags and trying to match them
trying to matcch expression b and pattern a
match failed on b and a
picking terms from expression & pattern bags and trying to match them
trying to match expression b and pattern cos(g1)^-1
match failed on b and cos(g1)^-1
trying to solve for a variable
calling equation solver to solve for gl in b= cos(gl)^-1
Solving b=cos(g1)^-1 for g1
    cos(g1)=\mp@subsup{b}{}{\wedge}-1^-1
        (by Isolation)
    gl=arccos(b^-1^-1)
        (by Isolation)
```

Answer is :
X1
where : :
$\mathrm{XI}=\mathrm{gl}=\arccos \left(b^{\wedge}-1\right)$

```
using solution gl=arccos(b^-1)
solving for a variable succeeded in matching expression b
    and pattern cos(g1)^-1
returning transform:
    = g1 -> arccos(b^-1)
applying transform to remaining}\mathrm{ terms in pattern bag
    yielding sin(arccos(b^-1))*a
trying to match times bags for expression <empty bag>
    and pattern sin(arccos(b^-1))*a
bag match failed on <empty bag> and- sin(arccos(b^-1))*a
***** A successful attempt finally begins.
trying to solve for a variable
calling equation solver to solve for g1 in b=sin(gl)*a*cos(gI)^-1
Solving b=sin(g1)*a*cos(gI)^-1 for gi
Trying to collect g1 in
        sin(g1)*a*\operatorname{cos(g1)}\mp@subsup{)}{}{\wedge}-1
g1 collected in sin(g1)*a*}\operatorname{cos(g1)^-1 gives
        a*tan(g1)
        b=a*tan(g1)
        tan(g1)=b*a^-1
            (by Isolation)
        g1=arctan(b*a^-1)
            (by Isolation)
```

Answer is :
XI
where :
$\mathrm{xl}=\mathrm{g} 1=\arctan \left(\mathrm{b} * \mathrm{a}^{\wedge}-1\right)$
using solution gl=arctan( $\left.b^{*} a^{\wedge}-1\right)$
match succeeded on expression $b * \cos (x)$
and pattern $\cos (\mathrm{x}) * \sin (\mathrm{~g} 1) *_{\mathrm{a}}{ }^{\cos } \cos (\mathrm{g} 1)^{\wedge}-1$
returning transform:
$\mathrm{g} 1 \rightarrow \arctan \left(\mathrm{~b}^{*} \mathrm{a}^{\wedge}-1\right)$
***t* The two $\cos (x)$ terms have now been matched by solving for the
***** value of gl. The equation solver used collection in the
***** process! Note that the matcher used a particular rather than a
****t general solution for gl (see section 5.4).

```
applying transform to remaining terms in pattern bag
    yielding <empty bag>
match succeeded on expression a*sin(x)+b*}\operatorname{cos}(x)\mathrm{ and pattern
    sin(x)*\operatorname{cos}(gI)+\operatorname{cos(x)*sin}(g1)
returning transform:
        * a
        * cos(g1)^-1.
        g1 -> arctan( b* a^-1)
x collected in a*sin(x)+b*}\operatorname{cos}(x)\mathrm{ gives
        sin(x+arctan(b*a^-1))*a*cos(arctan(b*a^-1))^-1
        sin(x+\operatorname{arctan}(b*a^-1))*a* cos(arctan(b*a^-1))}\mp@subsup{)}{}{\wedge}-1=
        sin(x+arctan(b*a^-1).)*a=c*(cos(arctan(b*a^-1))^-1)^-1
            (by Isolation)
        sin(x+arctan( (b* a^-1))=c*(\operatorname{cos(arctan(b*a^-1))^-1)^-1*a^-1}
            (by Isolation)
            where n1 denotes an arbitrary integer.
        x+arctan(b*a^-1)=n1*180+-1^n1*
            arcsin(c*(cos(arctan(b*a^-1))^-1)^-1**a^-1)
            (by Isolation)
        x=n1*180+-1^n1*arcsin}(c*(\operatorname{cos}(\operatorname{arctan}(b*a^-1))^-1)^-1*a^-1)
                -1*arctan(b*a^-1)
            (by Isolation)
Answer is :
X1
    where :
        X1 = x=-1^n1*arcsin(c* cos(arctan(b* a^-1))*a^-1)+
                        -1*arctan(b*a^-1)+180*n1
```

[END OF TRACE]

The equation has now been solved. As often occurs, the solution gives spurious values for $x$, as well the correct values. Thus the solutions to a specific equation would need to be checked by substituting them back into the original equation.

These spurious solutions were introduced in the collection step $\sin (\mathrm{g} 1) * \cos (\mathrm{~g} 1)^{\wedge}-1 \rightarrow \tan (\mathrm{~g} 1)$
when solving for the value of gl. The standard textbook derivation avoids this. In the standard solution, one simultaneously finds $k$ and theta such that
$a=k * \cos ($ theta) \& $b=k * \sin ($ theta).
Suitable (particular!) values are $k=\operatorname{sqrt}\left(a^{\wedge} 2+b^{\wedge} 2\right) \& \quad$ theta $=\arctan (b / a)$.
Thus

```
a*sin(x)+b* cos(x) = k* cos(theta)*sin(x)+k*sin(theta)*\operatorname{cos(x)}
```

        \(=\mathrm{k} * \sin (\mathrm{x}+\) theta) .
    The equation
$\mathrm{k} * \sin (\mathrm{x}+\mathrm{theta})=\mathrm{c}$
may now be solved by isolation.
For the matcher to do this would require that it be extended to solve simultaneously for the values of several pattern variables. Only a few modifications to the existing parts of the matcher would be required. However, it might be rather difficult to write methods for finding simple, particular solutions for simultaneous equations -this requires more investigation.

## 3. Objects used by the Matcher

The matcher makes use of several kinds of objects (i.e. data structures and associated procedures.) Other parts of the program create and access these objects through the procedures, thus providing a degree of data abstraction.

### 3.1. Expression Descriptions

An expression description consists of an algebraic expression, along with some other descriptive information. The data structure for an expression'description has the following format:

```
expr_description(Expr,Root,Unknown,PatternVars,Path)
    where
        Expr is the expression being considered
        Root is the root of the expression tree of which Expr
            is a subexpression
        Unknown is the unknown
        PatternVars is a list of the pattern variables in Root
        Path describes the path from Root to Expr
            It is used to decide when it is permissible to add
            or multiply each side of the rule by a term.
```

For example, the description
expr description( $x^{\wedge} 2, a * x^{\wedge} 2+b * x+c, x$,
[] , [pair(first,*),pair(first,+)] )
represents the subexpression $x^{\wedge} 2$ of the expression $a^{*} x^{\wedge} 2+b * x+c$ in the unknown $x$. There are no pattern variables. The path indicates that the subexpression was the first term selected from a product, which was in turn the first term selected from a sum. (See section 5.3.)

Along with the data structure, procedures have been defined for accessing the parts of an expression description, creating new descriptions, returning copies of existing descriptions modified in various ways, and so forth.

### 3.2. Transforms

A transform is an object that represents functions, substitutions, and possibly a change of unknown to be applied to an expression description. Its data structure format is:

```
transform(FunctionList, SubstitutionList, New Unknown)
    where
        FunctionList is a list of functions to be applied
                to the expression
        SubstutitionList is a list of substitutions to be applied
        to the expression
    New Unknown is the new unknown if the transform includes
        a change of unknown, and is otherwise "false"
```

Again, procedures have been defined for accessing the parts of a transform, creating new ones, copying existing transforms, concatenating two transforms to form a third, and applying transforms to expression descriptions to yield a new description. (The operations within the transform are performed left to right.)

## 4. Search Control

The matcher has available a considerable range of strategies for accomplishing a match; some of these strategies, such as algebraically solving for the value of a pattern variable, can be expensive to use. Therefore, it is important that the search involved in accomplishing a match be tightly controlled. The main technique for doing this is the use of the fuzzy matcher to perform a preliminary check before invoking the full matcher. Fuzzy matching is used both for the initial selection of a collection rule, and for the selection of $a$ pair of terms to match from two bags. Another technique for controlling search is the complexity heuristic for deciding which term in a bag to look at next. These techniques have proven to be quite powerful. As illusirated by the preceeding examples, most spurious matches are rejected during fuzzy matching, and little search is done using the full matcher.

To handle the search that does occur, the matcher uses the depth-first search provided by the built-in PROLOG backtracking mechanism, along with a memo procedure to save the results of matches in case they are needed again.

The current search control methods are for the most part adequate for matches that are eventually successful, and for matches that can't succeed (and are detected as such by the fuzzy matcher). The matcher takes considerably longer on matches that pass the fuzzy matcher, but eventually fail. For example, if one asks the system to.find the solution to the general cubic equation

$$
a * x^{\wedge} 3+b * x^{\wedge} 2+c * x+d=0,
$$

it will (reasonably enough) attempt to apply the collection rule $U^{\wedge} 3+3 * U \wedge 2 * V+3 * U * V \wedge 2+V^{\wedge} 3 \rightarrow(U+V) \wedge 3$.
This match eventually fails, but only after considerable backtracking.
A direction for future research with the matcher would be to explore other search control strategies, e.g. agendas and resource allocation mechanisms. The need for such strategies would become more acute if more alternatives for matching. two expressions were added to the matcher, such as the method of simultaneously solving for the value of several pattern variables.

### 4.1. Redueing Scarch -- Some Unanswared Questions

One might argue that, at least in the two examples presented so far, no search at all involving the full matcher was really needed. In the quadratic example, such search took place when trying to match b with 2*g1*a. Matching b with gl was obviously silly, since the matcher would in any case be unable to deal with the remaining $2 * a$. At one point the program was in fact modified to take this into account. In picking a pair of terms from two bags, the matcher insisted that not only did the pair of terms match fuzzily, but the remainder of the two bags match fuzzily as well. With this modification, the search in question was eliminated, since the fuzzy match between <empty bag> and $2 * a$ failed. The problem with this was that a great deal of additional information had to be built into the fuzzy matcher, since for example an empty bag would match a non-empty bag if each side of the rule could be multiplied by the appropriate terms, or if the non-emtpy bag contained a pattern variable. This information duplicated that in the bag matching procedures, making things very unmodular. Also, it was contrary to the goal of keeping the fuzzy matcher comparatively simple. So this modification was removed.

The author is unsure as to what ought to be done about this, if anything. One idea is to do more re-ordering of subgoals (in this case, to try matching <empty bag> with $2 * a$ before matching $b$ with g1).

## 5. The Matching Algorithm

The arguments to the matcher are as follows:
match(Expression Description, Pattern_Description, Transform)
Expression Description and Pattern Description are descriptions of the expression and pattern to be matched. If the match is successful, Transform is unified with a transform that, if applied to the pattern, would make it algebraically equal to the expression.

When called, the matcher first checks for simple cases. If the expression and pattern are identical, the match succeeds trivially, and the null transform is returned. If the pattern consists solely of a pattern variable, the match succeeds again, and a transform consisting of the single substitution "variable $\rightarrow$ expr" is returned.

Otherwise, the matcher must try harder. The matcher has two ways of accomplishing a non-trivial match: by recursively matching corresponding parts of the expression and the pattern, or by algebraically solving for the value of a pattern variable.

### 5.1. Preserving the Properties of the Rule

The matcher should preserve the properties of the rule whose pattern is being matched. This is handled in a somewhat ad hoc way at present -- the matcher always leaves the same number of occurences of the unknown on each side of the rule. Thus, in particular, collection rules will always remain valid collection rules after being matched (i.e. after the transform returned from a match has been applied to both sides).

### 5.2. Recursively Matching Parts of Expressions

In general, to match two complex expressions, the matcher will first check that the principal operators or functions are the same, and will then match the corresponding arguments. For example, consider matching the expression $\log (e, a)$, i.e. the $\log$ of a to the base $e$; with the pattern $\log (e, g 2)$, where $g 2$ is a pattern variable. The matcher first checks that the functions log are the same, and then calls itself recursively to match $e$ with $e$, and a with g2.

The matcher, knows about the commutativity and associativity of addition and multiplication. When matching two sums or products, the matcher puts all the terms in each sum or product into an unordered bag. It then has available the following alternatives in matching the two bags:
mas mandiay

- If both bags are empty, the match succeeds trivially.
- The matcher can pick an term from each bag and call itself
recursively to match the two terms. In using this alternative, the matcher will pick the most complex term from one bag (using a simple complexity metric), and then will pick an appropriate term from the other bag. This other term is selected by performing a fuzzy match between the term from the first bag and candidate terms from the other bag.
- If there is just a pattern variable left in the pattern, and the expression bag is empty, then the matcher can try setting the variable to the identity element for the bag ( 0 for plus bags, 1 for times bags). This option is logically redundant, as the alternative of solving for a pattern variable would accomplish the same end. It is included at this point, however, as a cheap option to be tried before others such as adding or multiplying each side of the rule by some term.
- If there is just a pattern variable left in the pattern, and the expression bag contains. some random terms, all free of the unknown, then the matcher can try substitutaing the expression's terms for the pattern variable. Again, this alternative is logically redundant, but is included here so that it will be tried before the others that follow.
- If the term in either the expression or the pattern is free of the unknown, the matcher can permit the match to succeed by adding or multiplying each side of the rule by a term, if applying the operation will not invalidate previously matched parts of the expression and pattern. This strategy was used, for example, to match the $a^{*} x^{\wedge} 2$ and $x^{\wedge} 2$ terms in the quadratic. Whether or not this option can be used is determined by inspecting the path from the root to the expression. (See section 5.3.)
- If the pattern contains a pattern variable, the matcher can try to solve for its value algebraically. (See section 5.4 for more details.)

When matching a sum against any other expression (including a product), the matcher will convert the other expression into a plus bag with just the one element. Matching a product against any other expression (except a sum) is handled analogously.

### 5.3. Paths

A preliminary word of warning: this was one of the most difficult parts of the matcher to design and debug, and the whole, thing could use re-thinking: It is only with reluctance that the author describes its current kludgiferous state.

As described in section 3.1, one of the parts of an expression description is a path from the root to the current expression. The path is represented as a list of pairs, each pair consisting of "first" or "other", followed by the expression's principal operator or function. As each new subexpression is considered, another pair is put on the front of the list from the previous description. One of the peculiarites of these paths is that they reflect the order in which terms are selected from bags by the matcher, rather than the order in which they occur in the original expression. In the quadratic example, the path to the root expression $a * x^{\wedge} 2+b * x+c$ is of course []. The path to $\mathrm{a}^{*} \mathrm{x}^{\wedge} 2$ is [pair(first,+)], since this is the first term selected from a plus bag. Similarly, the path to $\mathrm{x}^{\wedge} 2$ is [pair(first,*), pair(first,+)], since this is the first term selected from a times bag, which was the first term from a plus bag. The path to $\mathrm{b} * \mathrm{x}$ is [pair(other,+)], because this was not the first term selected. Finally, the path to the $x$ in $b * x$ is [pair(first,*),pair(other,+)].

To decide whether a term can be added to both sides of the rule, or if both sides can be multiplied by something, the matcher looks at the pathe: The addition or multiplication is allowed if each operator on the path distributes over it's successor on the path. (Naturally, multiplication distributes over addition.)

There was an attempt (probably misguided) to make this design general -- for example, the whole thing should work with logical operators "and" and "or".

### 5.4. Algebraically Solving for the Value of a Pattern Variable

The other principal technique for accomplishing a match is to solve algebraically for the value of a pattern variable. An equation is constructed whose two sides are the epxression and pattern to be matched.

In solving equations of this kind, a particular rather than a general solution is wanted. The equation solver is told about this by adding the assertion
particular_solution(PVar)
to the data base, where PVar is the pattern variable being solved for. An instance of this was seen in the trigonometic example given in section 2.2. There, when solving $b=\sin (g 1) * a * \cos (g 1)^{\wedge}-1$ for $g 1$, the particular solution $g l=\arctan \left(b^{*} a^{\wedge}-1\right)$ was used, rather. than the general solution $g 1=n 1 * 180+\arctan \left(b * a a^{\wedge}-1\right)$ 。

As mentioned previously, the unknown is given a special status, and this is reflected in some restrictions on this method. If no change of unknown is involved, the expression to be substituted for the pattern variable must be free of the unknown. (Otherwise, the rule would probably no longer serve as e.g. a valid collection rule.) On the other hand, if a change of unknown is invoived, the variable being
solved for must be the new unknown, and the expression to be * substituted for it must contain the new unknown. (The change of unknown example in section 7.3 will illustrate this.)

## 6. The Fuzzy Matcher

The fuzzy matcher is used to perform an inexpensive preliminary check on whether an expression and pattern may match. Thus, it must always succeed if the expression and pattern can be matched by the full matcher, and should fail on cases on which the full matcher would "obviously" fail. The fuzzy matcher computes the features terms of the expression and pattern, and then matches these using the normal PRESS matcher (which is comparatively inexpensive).

The algorithm used for extracting a feature term is as follows.

- If the expression is the unknown itself, then its feature term is the unknown as well.
- If the expression is free of the unknown, its feature term is the expression "mumble".
- To compute the feature term of a sum or product bag, the features of each term in the bag are found. All "mumbles" are discarded; the feature term is then a bag consisting of the remaining feature terms.
- Integer exponents of expressions not free of the unknown remain themselves. (Otherwise a fuzzy match of e.g. $x^{\wedge} 3+x$ and $x^{\wedge} 2+x$ would succeed, since the feature terms of both would be $x^{\wedge}$ mumbletx. This was not desired.)
- The features of any cther complex term are found by computing the features of each argument, and returning a new term with the arguments replaced by their corresponding features.

Here are some examples. In all cases the unknown is $x$.
Expression
$\quad x$
$3 * \sin (b)+\cos (a)$
$3 * a * b * x^{\wedge} 2+5$
$2 * \sin (x)+\cos (x)^{\wedge} 2$

## Features

x
mumble
$3 * a * b^{*} x^{\wedge} 2+5 \quad x^{\wedge} 2$
$2 * \sin (x)+\cos (x)^{\wedge} 2$
$\sin (x)+\cos (x)^{\wedge} 2$

The algorithm for extracting a features term reflects the fact that
the matcher can often deal with miscellaneous expressions that are free of the unknown.

## 7. Applications of the Matcher

Several applications of the matcher have been programmed. Two are described in this section: compiling specialized methods for solving equations, and solving equations using a change of unknown.

The matcher has also been tried as the standard matcher in PRESS for applying collection rules. When run on a set of standard problems, the program solved them all, but ran at $1 / 3$ the speed of the regular program. (Much of this is due to a kludgey interface between the matcher and the rest of PRESS, and could be reduced considerably.) In any case, the matcher is probablymore powerful than necessary for most equation solving applications.

### 7.1. Compiling Specialized Methods for Solving Equations

The first of these applications is a procedure that compiles specialized methods for solving certain kinds of equations. The user gives the program the general form of an equation. The program solves the equation using the powerful matcher, and then asserts a new PROLOG procedure for solving instances of that equation.

The following command is used:

```
Iearn_to_solve(Normal Form, Unknown, Equation, Conditions)
    where
        Normal Form is the name of the normal form of the equation
        Unknown is the unknown
        Equation is the equation
        Conditions is a list of conditions on the symbols
                of the equation
```

The new procedure asserted by the program will execute as follows. First, the incoming equation will be put into the specified normal form. The normalized equation will then be matched against the normalized general equation using the standard PRESS matcher, and the conditions will be evaluated. If all this is successful, then the procedure simply tidies the solution to the general equation and returns it. (The versions of the general equation and its solution included in the asserted procedure have all symbolic quantities replaced by PROLOG variables, so that the matching and subsitution into the solution are accomplished using PROLOG unification.)

For example, suppose the user issues the command

```
    learn_to_solve( polynomial , \(x\), \(a * x^{\wedge} 2+b * x+c=0\), non_zero(a) )
The program will solve the equation as previously described, ?nd will
then assert a new procedure for solving quadratic equations. whe use
of polynomial normal form (rather than general normal form) ensures
that equations such as
    \((x-3) *(x-4)=0\)
are recognized as quadratics, and also provides correct defaults for
missing coefficients.
```


### 7.2. Probleme Involving a Change of Unknown

Another application uses the matcher in solving equations using a change of unknown. In this method, the equation is matched against another equation whose solution is known. The match will involve a change of unknown. The method currently tries only to match against quadratics, but there should be no particular problem in extending it to try other kinds of equations.

First, an expression is constructed by subtracting the right hand side of the equation from its left hand side, and distributing products over sums. An inexpensive test is then performed to see if the match against the general quadratic might be successful, to weed out obviously losing attempts. The test consists of checking that the expression is a sum, with two terms containing the unknown, and one of them involving exponentiation. If the expression passes the test, it is then matched against the quadratic expression

$$
a^{*} x^{\wedge} 2+b^{*} x+c
$$

using the powerful matcher. The transform returned by the matcher can use only substitution and a change of unknown, but not function application. If the match is successful, the same transform is applied to the two solutions to the quadratic equation. Each of the resulting pair of equations will then have only one occurence of the original unknown, and is then solved by isolation.

This method is currently programmed in a rather counterintuitive fashion, in that the transform returned by the matcher will take the quadratic pattern and make it equal to the original expression. Humans, on the other hand, usually do it the other way round -- they take an equation and transform it into a quadratic. However, the end result is similar. Modelling the human behaviour would require that the matcher be able to return transforms that apply to the expression (if it's an equation), as well as to the pattern.

This change of unknown method is complementary to the change of unknown method used in the standard PRESS program. In that method, the program searches for a proper subexpression of the equation being solved such that there is more than one occurence of the subexpression in the equation, and such that all occurences of the unknown are contained within these subexpressions. If these conditions hold, the program will generate a new unknown, substitute it for each occurence of the subexpression, solve the new equation, and finally use this
solution to solve for the original unknown. Thus, the method makes no presuppositions about the form of the new equation. However, the subexpressions containing the unknown must each be exactly the same. (Thus the problem presented in section 7.3 could not be handled by this method.) Conversely, the method using the powerful matcher will only match the original equation against one of a particular form, but is more flexible in the transformations it can use.

### 7.3. A Change of Unknown Example

| ?- solve( $5^{\wedge}(2 * y)-5^{\wedge}(y+1)+6=0, y$, Ans ).
Solving $5^{\wedge}(2 * y)-5^{\wedge}(y+1)+6=0$ for $y$
trying to use powerful matcher to collect $y$ in $5^{\wedge}(2 * y)+-1 * 5^{\wedge}(y+1)+6$
features of expression are mumble^y+mumble^y
looking for a collection rule with matching features
***** The program has just unsuccessfully attempted to find a suitable ***** collection rule.
trying change of unknown to make equation into a quadratic
trying to match plus bags for expression $5^{\wedge}(2 * y)+-1 * 5^{\wedge}(y+1)+6$
and pattern a_zzz*x_zzz^2+b_zzz*x_zzz+c_zzz
picking terms from expression $\overline{\&}$ pattern bags and trying to match them trying to match times bags for expression $5^{\wedge}\left(2^{*} y\right)$
and pattern a_zzz*x_zzz^2
***** The matcher has selected the first term from each plus bag. ***** When a change of unknown is involved, the fuzzy matcher's checks ***** are relaxed: two expressions match fuzzily if either the $* * * * *$ expression contains the unknown and the pattern the new unknown, ***** or neither contain the unknown or new unknown.
picking terms from expression \& pattern bags and trying to match them trying to match expression $5^{\wedge}(2 * y)$ and pattern $x \quad z z z^{\wedge} 2$ matching 5 and $x z z z$ by using substitution returning transform:

```
x_zzz -> 5
```

match failed on $5^{\wedge}\left(2^{*} y\right)$ and $x z z z^{\wedge} 2$
trying to solve for a variable
calling equation solver to solve for $x \_z z z$ in $5^{\wedge}(2 * y)=x \quad z z z^{\wedge} 2$
Solving $5^{\wedge}(2 * y)=x \_z z z^{\wedge} 2$ for $x \_z z z$

$$
x_{-} z z z=\left(5^{\wedge}\left(2^{*} y\right)\right)^{\wedge} 2^{\wedge}-1 \text { 非 } x_{-} z z z=-1 *\left(5^{\wedge}\left(2^{*} y\right)\right)^{\wedge} 2^{\wedge}-1
$$

Answer is :
( X1 \# X2 ) where : $\mathrm{X} 1=\mathrm{x} z z z=5^{\wedge} \mathrm{y}$ $X 2=x^{-} z z z=-1 * 5^{\wedge} y$
using solution $x-z z z=5^{\wedge} y$
solving for a variable succeeded in matching expression $5^{\wedge}\left(2^{*} \dot{y}\right)$ and pattern $x z z z^{\wedge} 2$
returning transform: $\mathrm{xzzz} \rightarrow 5^{\wedge} y$
change unknown to $y$
applying transform to remaining terms in pattern bag yielding a_zzz
trying to match times bags for expression <empty bag> and pattern a_zzz
trying making a zzz the bag identity element 1
match succeeded on expression $5^{\wedge}(2 * y)$ and pattern a $z z z^{*} x z_{z} z^{\wedge} 2$
returning transform:

```
x_zzz -> 5^y
    a_zzz -> 1
    change unknown to y
```

***** The first terms have now been matched. The unknown in the ***** pattern is changed from $x$ zzz to $y$.
applying transform to remaining terms in pattern bag yielding b_zzz*5^y+c_zzz
trying to match plus bags for expression $-1 * 5^{\wedge}(y+1)+6$ and pattern b_zzz*5^y+c_zzz
picking terms from expression \& pattern bags and trying to match them
trying to match times bags for expression $-1 * 5^{\wedge}(y+1)$ and pattern b $z z z^{*} 5^{\wedge} y$
picking terms from expression \& pattern bags and trying to match them trying to match expression $5^{\wedge}(y+1)$ and pattern $5^{\wedge} y$
trivially matching 5 and 5
trying to match plus bags for expression $y+1$ and pattern y
picking terms from expression \& pattern bags and trying to match them trivially matching $y$ and $y \quad \geqslant$
trying to match plus bags for expression 1 and pattern <empty bag>
bag match failed on 1 and <empty bag>
bag match failed on $y+1$ and $y$
match failed on $y+1$ and $y$
match failed on $5^{\wedge}(y+1)$ and $5^{\wedge} y$

```
trying to solve for a variable
calling equation solver to solve for b_zzz in -1*5^(y+1)=b_zzz*5^y
Solving -1*5^(y+1)=b_zzz*5^y for b_zzz
    b_zzz=-1*5^(y+1)*(5^y)^-1
        (by Isolation)
Answer is :
X1
    where :
        X1 = b_zzz=-5
using solution b_zzz=-5
match succeeded on expression -1*5^(y+1) and pattern b_zzz*5^y
returning transform:
    b_zzz -> -5
***** The second terms have now been matched.
applying transform to remaining terms in pattern bag
    yielding c_zzz
trying to match plus bags for expression 6
    and pattern c zzz
substituting 6 for c_zzz
mateh succeeded on expression 5^(2*y)+-1*5^(y+1)+6 and pattern
    a_zz\mp@subsup{z}{}{*}x_zz\mp@subsup{z}{}{\wedge}2+b_zz\mp@subsup{z}{}{*}x_zzz+c_zzz
returning transform:
    x_zzz -> 5^y
    a-zzz -> 1
    b_zzz -> -5
    czzzz -> 6
    change unknown to y
applying transform to solution to quadratic equation yielding
( X1 # X2 )
        where :
            X1 = 5^y=3
            x2 = 5^y=2
Solving 5^ y=2泎5^ y=3 for y
        y=log(5,2)
            (by Isolation)
        y=log(5,3)
            (by Isolation)
```

```
Answer is :
( X1 非 X2 )
    where :
    X1 = y= log(5,3)
    X2 = y= log(5,2)
```

[END OF TRACE]

## 8. Related Work

To the best of the author's knowledge, no other algebraic matcher has been implemented that compares in power to the one described here.

A powerful matcher, upon which the present work is based, is proposed in [Bundy 75]. (This paper also describes many of the basic ideas in the PRESS program.) The PRESS program as currently implemented includes a matcher that knows about the commutativity and associativity of addition and multiplication. The matcher in MACSYMA ([Fateman 72], [Mathlab 77]) knows about commutativity and associativity. It also provides defaults for missing summands, factors, and exponents; and will distribute products over sums to accomplish a match. However, in the author's opinion, the normal form mechanisms of PRESS provide a cleaner way of specifying these additional features. For efficiency, the MACSYMA matcher compiles patterns into LISP programs, rather than using an interpreter.

A survey of the state of the art in matching and unification problems is in [Raulefs et al 78]. An algorithm for matching under commutativity that improves over the naive solution is presented in [Siekmann 79], along with some formal discussion.
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    lor rather Tartagliafo. See [Cardan 68] for an interesting discussion of the attribution of the general solution.

[^3]:    ${ }^{2}$ This quadratic turns up in 4 of the methods in some form or other.
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